# SQL Server Performance Tuning checklist

By: Abdul Hameed Majeed

Table of Contents

[SQL Server Performance Tuning checklist 1](#_Toc13126244)

[1. Introduction 3](#_Toc13126245)

[2. Hardware Configuration 4](#_Toc13126246)

[3. Installation 5](#_Toc13126247)

[4. SQL Server Software Configuration 6](#_Toc13126248)

[5. TempDB 9](#_Toc13126249)

[6. Listing Most Expensive Queries and Store Procedures 10](#_Toc13126250)

[7. Indexes 11](#_Toc13126251)

[a. Clustered Indexes 11](#_Toc13126252)

[b. Non-Clustered Indexes 11](#_Toc13126253)

[c. Missing indexes 12](#_Toc13126254)

[d. Un-used indexes 13](#_Toc13126255)

[e. Covering Indexes 16](#_Toc13126256)

[f. Filtered Indexes 17](#_Toc13126257)

[g. Index on Computed Columns/ Views 17](#_Toc13126258)

[h. OLAP – On-Line Analytical Processing 18](#_Toc13126259)

[a. ColumnStore Indexes 18](#_Toc13126260)

[b. Spatial 19](#_Toc13126261)

[c. Full-text 19](#_Toc13126262)

[d. XML 19](#_Toc13126263)

[e. Memory-optimized non-clustered indexes 20](#_Toc13126264)

[f. Fragmentation 21](#_Toc13126265)

[10. Update Stats 22](#_Toc13126266)

[11. Page Splits 22](#_Toc13126267)

[12. Query Optimizer 23](#_Toc13126268)

[a. Optimize for Ad-Hoc WorkLoad 24](#_Toc13126269)

[13. Data Compression 25](#_Toc13126270)

[14. Table Variable Vs Temporary Variable Vs CTE 27](#_Toc13126271)

[15. In-Memory Tables 27](#_Toc13126272)

[q. Limitations 30](#_Toc13126273)

[16. Identifying poor performance Issues 32](#_Toc13126274)

[a. Locking/ Blocking & Deadlocking 32](#_Toc13126275)

[b. Waite Stats 35](#_Toc13126276)

[d. Statistics 36](#_Toc13126277)

[e. Backup & Maintenance plan to avoid performance issues 37](#_Toc13126278)

[17. Useful Tools 38](#_Toc13126279)

[a. Query Store 38](#_Toc13126280)

[b. Extended Events 39](#_Toc13126281)

[c. PerfMon 39](#_Toc13126282)

[d. SQL Profiler 41](#_Toc13126283)

[e. Database Engine Tuning Advisor 41](#_Toc13126284)

[f. SQL Server Default Trace 41](#_Toc13126285)

[g. Activity Monitor 43](#_Toc13126286)

[h. DMVs 44](#_Toc13126287)

[18. ISOLATION 45](#_Toc13126288)

[19. Stored Procedures: Interpreted Vs CLR Vs Natively Compiled 46](#_Toc13126289)

[a. Interpreted/ Standard Stored Procedure 46](#_Toc13126290)

[b. CLR/ Extended Stored Procedure 47](#_Toc13126291)

[c. Natively compiled stored procedures 49](#_Toc13126292)

[20. SQL Standard Reports 51](#_Toc13126293)

[21. Execution plans 52](#_Toc13126294)

[22. Data Collection 53](#_Toc13126295)

[23. Log Files 54](#_Toc13126296)

[24. Good Table Design 55](#_Toc13126297)

[25. Achieving high availability of SQL Server in case of disaster 55](#_Toc13126298)

[26. Summary 55](#_Toc13126299)

[27. SSIS 57](#_Toc13126300)

[a. Balance Data Distributor 57](#_Toc13126301)

[b. Parallel Processing 57](#_Toc13126302)

[c. Conditional Split 57](#_Toc13126303)

[d. Cache Transform 57](#_Toc13126304)

[e. Merge 57](#_Toc13126305)

[f. Merge Join 57](#_Toc13126306)

[g. MultiCast 58](#_Toc13126307)

[h. OLEDB command 58](#_Toc13126308)

[i. Archiving Old data 59](#_Toc13126309)

[j. Avoid Implicit Data Conversion 59](#_Toc13126310)

[k. SCD 59](#_Toc13126311)

[l. Avoid using sort component 59](#_Toc13126312)

[m. Create cubes for reporting to improve performance 59](#_Toc13126313)

[n. Choosing transaction 60](#_Toc13126314)

[o. CDC is much faster than SCD 60](#_Toc13126315)

[p. Buffer size tuning 60](#_Toc13126316)

[q. Three types of components to aid performance? 60](#_Toc13126317)

[r. Synchronous, Asynchronous, Full Blocking, Semi Blocking, non Blocking 60](#_Toc13126318)

[s. Implementing multithreading 60](#_Toc13126319)

[t. Partitioning 61](#_Toc13126320)

[u. Page split performance issues with SSIS 61](#_Toc13126321)

[v. Cube Sub Aggregation 61](#_Toc13126322)

[w. What are the different caching modes in Lookup 61](#_Toc13126323)

[x. Create Statistics Stat1 62](#_Toc13126324)

[y. Improving Bulk Insert performance 62](#_Toc13126325)

[z. Cube Architecture 62](#_Toc13126326)

[28. Index A: Useful Link 62](#_Toc13126327)

[29. DBCCs (Database Console Commands) 62](#_Toc13126328)

[30. Index B: Useful System Stored Procedures 63](#_Toc13126329)

[31. Index C: Useful SQLs 63](#_Toc13126330)

## Introduction

* 1. Purpose of this document is to list the most common performance tuning techniques for SQL Server database systems, with various diagnosis and implementation techniques to bring about performance improvements.
  2. It is said that 80% of problems can be solved by doing 20% of activities and the most common issues can be resolved by looking into following four topics:
     1. Listing Most Expensive Queries and Store Procedures
     2. Indexes
     3. Update Stats
     4. Page splits

## Hardware Configuration

* 1. Always ensure there is sufficient resources available for the application. Always consider scalability. Being able to expand for future business growth is important.  Specification of a new system depends on the following:
     1. size and number of the databases in use,
     2. the number of users,
     3. the existing infrastructure
     4. Rate of Database Growth
     5. Dedicated or Shared
     6. OS Requirements: Always reserve 1 GB of RAM for the OS, plus an additional 1 GB for each 4 GB
  2. Disk Drives
     1. Preferably high speed SAN disk, separate storage for SQL log, data, and temp files.
     2. If you're mostly reads (90+ %) Raid5 is also fine. If your database is write heavy (50+ %) Raid10
     3. Use Perfmon to measure the disk access speed counters
        1. Physical Disk\Disk Sec/Reads
        2. Physical Disk\Disk Sec/Writes
        3. <10 ms = good performance
        4. 10 to 20 ms = slow performance
        5. 20 to 50 ms = Poor performance
     4. Error 1101 or 1105 is returned when db runs out of disk space.
     5. Error 9002 is returned when transaction log runs out of disk space.
  3. CPU
     1. 8 CPU cores with a high-performing processors should be sufficient for most OLTP system.
     2. See Perfmon section for CPU measureable counters.
  4. Memory
     1. 16-64 GB RAM should be sufficient for most OLTP systems
     2. The following are the SQL Server components within the SQL instance that use memory from the buffer pool
        1. Database Page Cache
        2. Internal log caches
        3. Procedure cache or query plan cache
        4. Query Workload space
        5. Locks (Memory grants)
        6. Connection context
        7. Optimizing queries
        8. System-level data structures
     3. The default setting for SQL Server’s Max Memory is less harmful in SQL Server 2016 and higher. Always leave some memory for the OS and other apps. Total memory minus 10% or 20% for OS & other Apps.

--- Current Max Memory settings

SELECT \* FROM sys.configurations

WHERE name = 'Max Server Memory (MB)'

---- 2147483647 this is the default value which means no upper limit

SP\_CONFIGURE 'Max Server Memory’, 2147483647

GO

RECONFIGURE

GO

* + 1. Network (NIC)
       1. By pinging the SQL Server from client PC -> anything more than 10ms is slow
       2. Network packets is 8000 bytes by default

select wait\_time\_ms / (case waiting\_tasks\_count when 0 then NULL else waiting\_tasks\_count end) as AvgWaitMS, \*

from sys.dm\_os\_wait\_stats

where wait\_type = 'ASYNC\_NETWORK\_IO'

go

## Installation

* 1. Always install data, log, tempdb, backup files and index files on separate drives for optimum performance.
  2. Use SAN disk storage where possible -> Storage Area Network -> External SAN.
  3. Auto-growth -> SQL server holds up database processing while auto-growth event occurs. This can cause poor performance. Leads to physical fragmentation and autogrowth increment. Therefore this should be set to a sensible value based on their growth profile.
  4. Monitor auto-growth events.

-- Drop temporary table if it exists

IF OBJECT\_ID('tempdb..#info') IS NOT NULL

       DROP TABLE #info;

-- Create table to house database file information

CREATE TABLE #info (

     databasename VARCHAR(128)

     ,name VARCHAR(128)

    ,fileid INT

    ,filename VARCHAR(1000)

    ,filegroup VARCHAR(128)

    ,size VARCHAR(25)

    ,maxsize VARCHAR(25)

    ,growth VARCHAR(25)

    ,usage VARCHAR(25));

-- Get database file information for each database

SET NOCOUNT ON;

INSERT INTO #info

EXEC sp\_MSforeachdb 'use ?

select ''?'',name,  fileid, filename,

filegroup = filegroup\_name(groupid),

''size'' = convert(nvarchar(15), convert (bigint, size) \* 8) + N'' KB'',

''maxsize'' = (case maxsize when -1 then N''Unlimited''

else

convert(nvarchar(15), convert (bigint, maxsize) \* 8) + N'' KB'' end),

''growth'' = (case status & 0x100000 when 0x100000 then

convert(nvarchar(15), growth) + N''%''

else

convert(nvarchar(15), convert (bigint, growth) \* 8) + N'' KB'' end),

''usage'' = (case status & 0x40 when 0x40 then ''log only'' else ''data only'' end)

from sysfiles

';

-- Identify database files that use default auto-grow properties

SELECT databasename AS [Database Name]

      ,name AS [Logical Name]

      ,filename AS [Physical File Name]

      ,growth AS [Auto-grow Setting] FROM #info

WHERE (usage = 'data only' AND growth = '1024 KB')

   OR (usage = 'log only' AND growth = '10%')

ORDER BY databasename

-- get rid of temp table

DROP TABLE #info;

--- Change the Auto-growth setting using

ALTER DATABASE MyDB

  MODIFY FILE

  (NAME=MyDB\_Log,FILEGROWTH=20MB);

## SQL Server Software Configuration

1. You should set the **Cost Threshold for parallelism** = 50 where the default is set to 5. Specify the threshold at which Microsoft SQL server creates and runs parallel plans for queries. Set this property to 50, so that more of simpler queries run on a single thread. There’s no right or wrong number, the default setting 5 is low. It’s appropriate for purely OLTP applications.
2. Set the Optimize for **Ad hoc Workloads option to 1(true)**. This option is used to improve the efficiency of the plan cache for workloads that contain many single use ad hoc batches. When this option is set to 1, the database engine stores a small compiled plan stub in the plan cache when a batch is compiled for the first time, instead of full compiled plan.
3. **Backup Compression ->** From SQL Server 2008R2, you can tick a check box for backup compression. This means backups reduced, they will take less time, and the restores will be quicker.
4. Setting the **Max Degree of Parallelism** option to 0 will allow the SQL Server Engine to use all available CPUs up to 64 processors in parallel plan execution. You can specify any value between 2 and 32,767. If the value is greater than the actual number of processors, then the actual number of processors will be used in the parallel plan execution that is available. If the SQL Server instance is hosted on a single processor server, the Max Degree of Parallelism value will be ignored.
5. Choosing relevant data collation ->
   * 1. Collation means assigning some order to the characters in an Alphabet, ASCII or Unicode etc. It is performed at Server, Database, Column or expression level collation
     2. Choosing the wrong collation may affect your database performance.
     3. SQL collations should provide better performance than Windows collations for non-Unicode types due to simpler comparison rules but the difference is significant only in the most severe circumstances, such as a table scan with LIKE '% %' in WHERE clause.
     4. Binary collations are said to provide the best performance but the cost of unnatural (non-dictionary) comparisons and sort order is high; most users would expect 'a' to sort before 'B' but that is not the case with binary collations.
     5. Binary collation -> sort & compare data based on binary values

--check collation type used

SELECT name, description

  FROM sys.fn\_helpcollations();

SELECT SERVERPROPERTY('collation');

SELECT DATABASEPROPERTYEX('TestCollations', 'Collation');

---Sets collation

ALTER DATABASE TestCollations

  COLLATE Latin1\_General\_100\_CI\_AS;

  GO

1. Buffer pool Extension (BPE) Introduce in SQL Server 2014
   * 1. The idea behind BPE is like virtual RAM (better known as swap space): fast, low latency persistent storage is used to replace a portion of memory.
     2. Buffer pool is extended with Solid State Drive (SSD) -> Solid-state drives store data in memory (RAM) in a persistent manner.
     3. Only clean pages are written to BPE, hence no data loss
     4. Increase random I/O performance with reduce latency
     5. Waite type used while waiting for BPE I/Os to complete is ‘EC’
     6. Can significantly slow down performance of large serial range scans
     7. sequential scans over contiguous data (not overly fragmented indexes) can be slow
     8. Worker threads read one page (8kb) at a time from the BPE.
     9. Read a page, process page, read next page
     10. In summary, we can say that buffer pool extension introduces another level of cache. Whenever the page is evicted from buffer pool, it goes and sits in buffer pool extension file. The next request of the same page will not be a physical IO from the MDF/NDF file, but would be read from the BPE file, which should reside in SSD, which is faster than normal spinning based media. The latency and read/write speed of SSD is faster than traditional disks and hence would give performance improvement.
     11. https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/buffer-pool-extension?view=sql-server-2017 -> more read

--Review current BPE configuration

SELECT [path], state\_description, current\_size\_in\_kb,

CAST(current\_size\_in\_kb/1048576.0 AS DECIMAL(10,2)) AS [Size (GB)]

FROM sys.dm\_os\_buffer\_pool\_extension\_configuration;

--Reduce SQL Server Max memory to restrict the BP and force the use of BPE

EXEC sys.sp\_configure 'show advanced options', '1' RECONFIGURE WITH OVERRIDE;

GO

EXEC sys.sp\_configure 'max server memory (MB)', '2000';

GO

RECONFIGURE WITH OVERRIDE;

GO

EXEC sys.sp\_configure 'show advanced options', '0' RECONFIGURE WITH OVERRIDE;

GO

/\*\*\*\*\*\*\*\*\*\*\* WE HAVE TO RESTART SQL SERVER FOR BPE TO SEE THE RAM CHANGE \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

--Enable BPE

--Go look at the file size on disk right after you run this

ALTER SERVER CONFIGURATION

SET BUFFER POOL EXTENSION ON (FILENAME = 'C:\Temp\BP\_Extension.BPE', SIZE = 2 GB);

--Now that it is enabled we'll inspect the configuration again

SELECT [path], state\_description, current\_size\_in\_kb,

CAST(current\_size\_in\_kb/1048576.0 AS DECIMAL(10,2)) AS [Size (GB)]

FROM sys.dm\_os\_buffer\_pool\_extension\_configuration;

--Try to read enough data to fill BP and start using BPE

USE AdventureworksDW2016CTP3;

GO

SELECT \* FROM dbo.FactResellerSalesXL\_PageCompressed;

--If the above didn't do the trick then query this table as well

--SELECT \* FROM dbo.FactResellerSalesXL\_CCI;

--Let's see what went to BPE. If there are no results then go query more data.

SELECT DB\_NAME(database\_id) AS [Database Name], COUNT(page\_id) AS [Page Count],

CAST(COUNT(\*)/128.0 AS DECIMAL(10, 2)) AS [Buffer size(MB)],

AVG(read\_microsec) AS [Avg Read Time (microseconds)]

FROM sys.dm\_os\_buffer\_descriptors

WHERE database\_id <> 32767

AND is\_in\_bpool\_extension = 1

GROUP BY DB\_NAME(database\_id)

ORDER BY [Buffer size(MB)] DESC;

--Turn BPE off. Go look in c:\temp to see what happens to the physical data file

ALTER SERVER CONFIGURATION

SET BUFFER POOL EXTENSION OFF;

--Put Max Server Memory back where it was

EXEC sys.sp\_configure 'show advanced options', '1' RECONFIGURE WITH OVERRIDE;

GO

EXEC sys.sp\_configure 'max server memory (MB)', '3500';

GO

RECONFIGURE WITH OVERRIDE;

GO

EXEC sys.sp\_configure 'show advanced options', '0' RECONFIGURE WITH OVERRIDE;

GO

----DBCC command which can drop the clean buffers called as DBCC DROPCLEANBUFFERS

## TempDB

1. TempDB configuration is a repeat offender when it comes to performance bottlenecks. Look out for multiple data files and check that trace flags 1117 and 1118 are enabled. For SQL Server 2016, trace flags 1117 and 1118 are automatically enabled.
2. PAGELATCH\_XX wait types are an **indicator** of tempdb contention
3. Place your tempdb files on dedicated high-speed disks
4. Grow your tempdb data files to a desired size
5. Set your files to grow equally
6. Simple recovery model for Tempdb
7. It is recreated every time SQL Server is restarted
8. Row versions -> Isolation Snapshot
9. Backup & Restore is not allowed on TEMPDB
10. TempDB busy database -> Should be configured correctly which holds
    1. Global or local temp tables
    2. Temp SP
    3. Table variables
    4. Cursors
    5. Results for spools or Sorting
    6. On-line index operations
    7. Multiple active result sets
    8. After triggers

--Lists all tempdb files

use master

select \* from sys.master\_files where database\_id = db\_id('tempdb')

go

--Lists Trace flag T1118 status

dbcc tracestatus()

go

1. Allocation Contention
   * 1. **Trace Flag 1118 – sets Full Extents Only:**
        1. That trace flag tells SQL Server that it should avoid “mixed extents” and use “full extents”. This means that each newly allocated object in every database on the instance gets its own private 64KB of data.
        2. This trace flag is listed in KB 2154845, it’s documented as safe to use. But it hasn’t made its way into the list of Trace Flags in SQL Server Books Online.

--File no’s should be same as CPU core from SQL Server 2016+

Select \* from tempdb.sys.tables/ db\_files

ALTER Database [tempdb] modify file (NAME=tempdev, Filename=’T:\temp.mdf’, size=512000KB, FileGrowth=1024000KB0

ALTER Database [tempdb] modify file (NAME=tempdev, Filename=’T:\templog.ldf’, size=512000KB, FileGrowth=1024000KB0

--Autogrowth should be number instead of %

Exec Sp\_helpfile -> current size & location

SELECT cpu\_count FROM sys.dm\_os\_sys\_info -> CPU count

--To add more temp files:

ALTER Database [tempdb] modify file (NAME=tempdev2, Filename=’T:\temp2.ndf’, size=512000KB, FileGrowth=1024000KB0

1. Enable **IFI (Instant File Initialization)** -> Larger the growth operation, the more noticeable the performance improvement is with IFI enabled. For instance, a data file growing by 20 GB can take minutes to initialize without IFI. This can make a huge difference whenever you are proactively growing out data files.
2. Data and log file initialisation happens when:
   1. Create a database.
   2. Add data or log files, to an existing database.
   3. Increase the size of an existing file (including autogrow operations).
   4. Restore a database or filegroup.
   5. IFI has to be enabled from Windows Security Policy. Steps are as follows:
      1. Start Menu -> run secpol.msc -> Local Security Policy -> Expand the Local Policies Folder -> Click on User Rights Assignment -> Go to the Perform Volume Maintenance Tasks option -> Double click it -> Add your SQL Server Service account -> click OK
      2. Restart your SQL Server services
      3. <https://docs.microsoft.com/en-us/sql/relational-databases/databases/database-instant-file-initialization?view=sql-server-2017> -> More reads
3. P336

## Listing Most Expensive Queries and Store Procedures

* 1. Identify which queries and stored procedures that have the most IO, CPU usage and are taking the longest to run. Working on these will give you the best performance improvement.

---- Top 10 Expensive queires

SELECT

TOP 10 SUBSTRING(qt.TEXT, (qs.statement\_start\_offset/2)+1,

((CASE qs.statement\_end\_offset

WHEN -1 THEN DATALENGTH(qt.TEXT)

ELSE qs.statement\_end\_offset

END - qs.statement\_start\_offset)/2)+1),

qs.execution\_count,

qs.total\_logical\_reads, qs.last\_logical\_reads,

qs.total\_logical\_writes, qs.last\_logical\_writes,

qs.total\_worker\_time,

qs.last\_worker\_time,

qs.total\_elapsed\_time/1000000 total\_elapsed\_time\_in\_S,

qs.last\_elapsed\_time/1000000 last\_elapsed\_time\_in\_S,

qs.last\_execution\_time,

qp.query\_plan

FROM

sys.dm\_exec\_query\_stats qs

CROSS APPLY sys.dm\_exec\_sql\_text(qs.sql\_handle) qt

CROSS APPLY sys.dm\_exec\_query\_plan(qs.plan\_handle) qp

ORDER BY

qs.total\_logical\_reads DESC -- logical reads

-- ORDER BY qs.total\_logical\_writes DESC -- logical writes

-- ORDER BY qs.total\_worker\_time DESC -- CPU time

## Indexes

* + Data Access - Determine how the data is being accessed (SELECT) and maintained (INSERT, UPDATE, DELETE) then index accordingly.  No index on table is known as a Heap table with a series of 8k pages.
  + Plan - Have a process to analyze the indexes versus haphazardly reviewing tables or T-SQL code to build your indexing strategy.
  + Index selection - Identify a clustered index and one or more non clustered indexes for each table.  During the testing and validation phases, fine tune or eliminate the indexes based on the data access.
  + Covering indexes - Have index with numerous columns to improve the data access and to avoid bookmark lookup operations
  + ASC vs. DESC order - The order of the indexes can make a significant difference in the data access for covering indexes.
  + Fill Factor - Depending on how the data is maintained (INSERT, UPDATE, DELETE), the fill factor could significantly impact performance, page splits and storage requirements.
  + Balance - Be sure to have relevant indexes, not excessive or duplicating.
  + Best column candidate are: sequential, distinct values, quarried based on range values (<=,>=, between), Where, Join, Group By, Order By, etc.
  + Primary key is the Default clustered index unless specified otherwise
  + Index based on a single column known as simple, index based on several columns known as Composite key.
  + Primary key constraint does not allow NULLS but UNIQUE constraint & indexes do

1. Clustered Indexes
   * 1. Clustered indexes are the cornerstone of good database design. A poorly-chosen clustered index leads to high execution times, causing wasted disk space, poor IO, heavy fragmentation etc.
     2. Leaf nodes in tree contains actual data in table
     3. efficient clustered index key, which are:
        1. Narrow – as narrow as possible, in terms of the number of bytes it stores
        2. Unique
        3. Static – ideally, never updated
        4. Ever-increasing – to avoid fragmentation and improve write performance
2. Non-Clustered Indexes
   * 1. copy of data in leaf node is stored in separate structure along with pointer to heap or clustered index
     2. Pointers are used to locate the actual row in source table
     3. Excellent for queries that don’t return large result set
     4. For Columns that are frequently used in WHERE clause
     5. For columns that have many distinct values
     6. Too many will slow down data modifications
     7. Covered indexes specially fast and efficient → Multiple columns within critical query → All required columns are stored in the index table → saves the step of going to underlying data source table
     8. The nonclustered index is faster for data insertion and update operation. It does not affect the physical order of records because it create logical order.
     9. You can have 999 indexes or 1700 byte

---- create nonclustered filtered index. Only nonclustered index ---- support WHERE clause. Use INCLUDE keyword to include columns ---- used in select statement, if reduce index key size.

CREATE NONCLUSTERED INDEX Ix\_Consumer\_CreateDate ON Consumer(CreateDate) INCLUDE(CustomerId, CountryCode, City) WHERE Status = 1;

---- Index information

SELECT type\_desc, is\_primary\_key, is\_unique, is\_unique\_constraint FROM sys.Indexes

### Missing indexes

* 1. Having a large number of indexes can be detrimental to DML transactions. Appropriate indexing means only creating indexes which have a positive impact to your read performance that outweigh the negative impact on write performance.
  2. To find missing indexes use the following DMVs:
     1. **sys.dm\_db\_missing\_index\_group\_stats**: use to retrieve metrics on group of missing indexes.
     2. **sys.dm\_db\_missing\_index\_groups**: use this DMV as an intermediary between **sys.dm\_db\_missing\_index\_details** and **sys.dm\_db\_missing\_index\_group\_stats**.
     3. **sys.dm\_db\_missing\_index\_details**: use this DMV to identify the columns used for equality and inequality predicates.

---- This script will help you identify missing indexes:

SELECT

migs.avg\_total\_user\_cost \* (migs.avg\_user\_impact / 100.0) \* (migs.user\_seeks + migs.user\_scans) AS improvement\_measure,

'CREATE INDEX [missing\_index\_' + CONVERT (varchar, mig.index\_group\_handle) + '\_' + CONVERT (varchar, mid.index\_handle)

+ '\_' + LEFT (PARSENAME(mid.statement, 1), 32) + ']'

+ ' ON ' + mid.statement

+ ' (' + ISNULL (mid.equality\_columns,'')

+ CASE WHEN mid.equality\_columns IS NOT NULL AND mid.inequality\_columns IS NOT NULL THEN ',' ELSE '' END

+ ISNULL (mid.inequality\_columns, '')

+ ')'

+ ISNULL (' INCLUDE (' + mid.included\_columns + ')', '') AS create\_index\_statement,

migs.\*, mid.database\_id, mid.[object\_id]

FROM

sys.dm\_db\_missing\_index\_groups mig

INNER JOIN sys.dm\_db\_missing\_index\_group\_stats migs ON migs.group\_handle = mig.index\_group\_handle

INNER JOIN sys.dm\_db\_missing\_index\_details mid ON mig.index\_handle = mid.index\_handle

WHERE

migs.avg\_total\_user\_cost \* (migs.avg\_user\_impact / 100.0) \* (migs.user\_seeks + migs.user\_scans) > 10

ORDER BY

migs.avg\_total\_user\_cost \* migs.avg\_user\_impact \* (migs.user\_seeks + migs.user\_scans) DESC

### Un-used indexes

----The following script list all unused indexes:

IF OBJECT\_ID('tempdb..#Results') IS NOT NULL

DROP TABLE #Results;

CREATE TABLE [dbo].#Results(

[Server Name] [nvarchar](128) NULL,

[DB Name] [nvarchar](128) NULL,

[source] [varchar](10) NOT NULL,

[objectname] [nvarchar](128) NULL,

[object\_id] [int] NOT NULL,

[indexname] [sysname] NULL,

[data\_compression] [varchar](24) NOT NULL,

[index\_id] [int] NOT NULL,

[rowcnt] [bigint] NULL,

[datapages] [bigint] NULL,

[is\_unique] [bit] NULL,

[count] [int] NULL,

[user\_seeks] [bigint] NOT NULL,

[user\_scans] [bigint] NOT NULL,

[user\_lookups] [bigint] NOT NULL,

[user\_updates] [bigint] NOT NULL,

[total\_usage] [bigint] NOT NULL,

[%Reads] [bigint] NULL,

[%Writes] [bigint] NULL,

[%Seeks] [bigint] NULL,

[%Scans] [bigint] NULL,

[%Lookups] [bigint] NULL,

[%Updates] [bigint] NULL,

[last\_user\_scan] [datetime] NULL,

[last\_user\_seek] [datetime] NULL,

[run\_time] [datetime] NOT NULL

) ON [PRIMARY]

EXECUTE sys.sp\_MSforeachdb

'USE [?];

declare @dbid int

select @dbid = db\_id()

INSERT INTO #Results

SELECT @@SERVERNAME AS [Server Name]

, db\_name() AS [DB Name]

, ''Usage Data'' ''source''

, objectname=object\_name(s.object\_id)

, s.object\_id, indexname=i.name

, data\_compression\_desc, i.index\_id

, s2.rowcnt, sa.total\_pages, is\_unique

, (select count(\*)

from sys.indexes r

where r.object\_id = s.object\_id) ''count''

, user\_seeks, user\_scans, user\_lookups, user\_updates, user\_seeks + user\_scans + user\_lookups + user\_updates AS [total\_usage]

, CAST(CAST(user\_seeks + user\_scans + user\_lookups AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [%Reads]

, CAST(CAST(user\_updates AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [%Writes]

, CAST(CAST(user\_seeks AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [%Seeks]

, CAST(CAST(user\_scans AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [%Scans]

, CAST(CAST(user\_lookups AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [%Lookups]

, CAST(CAST(user\_updates AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [%Updates]

, last\_user\_scan

, last\_user\_seek

, getdate() run\_time

from sys.dm\_db\_index\_usage\_stats s

join sys.indexes i on i.object\_id = s.object\_id

and i.index\_id = s.index\_id

join sysindexes s2 on i.object\_id = s2.id

and i.index\_id = s2.indid

join sys.partitions sp on i.object\_id = sp.object\_id

and i.index\_id = sp.index\_id

join sys.allocation\_units sa on sa.container\_id = sp.hobt\_id

where objectproperty(s.object\_id, ''IsUserTable'') = 1

and database\_id = @dbid'

EXECUTE sys.sp\_MSforeachdb

'USE [?];

declare @dbid int

select @dbid = db\_id()

INSERT INTO #Results

SELECT @@SERVERNAME

, db\_name()

, ''NA''

, object\_name(i.object\_id)

, o.object\_id

, i.name

, data\_compression\_desc

, i.index\_id

, s2.rowcnt

, sa.total\_pages

, is\_unique

, (select count(\*)

from sys.indexes r

where r.object\_id = i.object\_id) ''count''

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, getdate()

FROM sys.indexes i

JOIN sys.objects o

ON i.object\_id = o.object\_id

join sysindexes s2 on i.object\_id = s2.id

and i.index\_id = s2.indid

join sys.partitions sp on i.object\_id = sp.object\_id

and i.index\_id = sp.index\_id

join sys.allocation\_units sa on sa.container\_id = sp.hobt\_id

WHERE OBJECTPROPERTY(o.object\_id,''IsUserTable'') = 1

AND i.index\_id NOT IN (

SELECT s.index\_id

FROM sys.dm\_db\_index\_usage\_stats s

WHERE s.object\_id = i.object\_id

AND i.index\_id = s.index\_id

AND database\_id = @dbid)

--AND i.index\_id NOT IN (0,1)'

SELECT \*

FROM #Results

WHERE [DB Name] NOT IN ('MASTER', 'msdb', 'MODEL', 'TEMPDB')

DROP TABLE #Results;

/\*

declare @dbid int

select @dbid = db\_id()

SELECT @@SERVERNAME AS [Server Name]

, db\_name() AS [DB Name]

, 'Usage Data' 'source'

, objectname=object\_name(s.object\_id)

, s.object\_id

, indexname=i.name

, data\_compression\_desc

, i.index\_id

, s2.rowcnt

, sa.total\_pages

, is\_unique

, (select count(\*)

from sys.indexes r

where r.object\_id = s.object\_id) 'count'

, user\_seeks

, user\_scans

, user\_lookups

, user\_updates

, user\_seeks + user\_scans + user\_lookups + user\_updates AS [total\_usage]

, CAST(CAST(user\_seeks AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [% Seeks]

, CAST(CAST(user\_scans AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [% Scans]

, CAST(CAST(user\_lookups AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [% Lookups]

, CAST(CAST(user\_updates AS DEC(12,2))/CAST(REPLACE((user\_seeks + user\_scans + user\_lookups + user\_updates), 0, 1) AS DEC(12,2)) \* 100 AS DEC(5,2)) [% Updates]

, last\_user\_scan

, last\_user\_seek

, getdate() run\_time

from sys.dm\_db\_index\_usage\_stats s

join sys.indexes i on i.object\_id = s.object\_id

and i.index\_id = s.index\_id

join sysindexes s2 on i.object\_id = s2.id

and i.index\_id = s2.indid

join sys.partitions sp on i.object\_id = sp.object\_id

and i.index\_id = sp.index\_id

join sys.allocation\_units sa on sa.container\_id = sp.hobt\_id

where objectproperty(s.object\_id, 'IsUserTable') = 1

and database\_id = @dbid

--and 'etblHistory' = object\_name(s.object\_id)

UNION ALL

SELECT @@SERVERNAME AS [Server Name]

, db\_name() AS [DB Name]

, 'NA'

, objectname = object\_name(o.object\_id)

, o.object\_id

, indexname = i.name

, i.index\_id

, s2.rowcnt

, sa.total\_pages

, is\_unique

, data\_compression\_desc

, (select count(\*)

from sys.indexes r

where r.object\_id = i.object\_id) 'count'

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, 0

, getdate() run\_time

FROM sys.indexes i

JOIN sys.objects o

ON i.object\_id = o.object\_id

join sysindexes s2 on i.object\_id = s2.id

and i.index\_id = s2.indid

join sys.partitions sp on i.object\_id = sp.object\_id

and i.index\_id = sp.index\_id

join sys.allocation\_units sa on sa.container\_id = sp.hobt\_id

WHERE OBJECTPROPERTY(o.object\_id,'IsUserTable') = 1

AND i.index\_id NOT IN (

SELECT s.index\_id

FROM sys.dm\_db\_index\_usage\_stats s

WHERE s.object\_id = i.object\_id

AND i.index\_id = s.index\_id

AND database\_id = @dbid)

--AND i.index\_id NOT IN (0,1)

order by last\_user\_scan, last\_user\_seek

1. Covering Indexes
   1. Index with INCLUDE clause is the covering index. Covering index is basically used to cover the query(include columns from Select list which are not part of index) and to avoid bookmark lookup. 1023 columns can added in the INCLUDE clause.
   2. A column used in an aggregate in a SELECT clause. Columns that are only returned by the query, and that are not part of the filtering or sorting of data.
   3. By including frequently queried columns in nonclustered indexes, we can dramatically improve query performance by reducing I/O costs. Since the data pages for a nonclustered index are frequently readily available in memory, covering indexes are usually the ultimate in query resolution.

CREATE NONCLUSTERED INDEX IDX\_Employees\_Covering ON Employees (DepartmentId,PositionId)

INCLUDE (FirstName,LastName,Birthdate,ManagerId,Salary,Address,City,State,HiredDate)

1. Filtered Indexes
   1. Select data from a subset of data using the where clause, therefore smaller indexes
   2. Save space, uses less stats, reduces maintenance cost and statistics are more accurate.
   3. Filtered Statistics can improve cardinality estimation, i.e. when joining lookup table, or while joining fact table and dimension table. For this reason, SQL Server supports the creation of up to 30,000 statistics on non-indexed columns. Better estimation with filtered statistics can lead to faster query execution against star schema based on data warehouses.
   4. By estimating the optimal join strategy, with the amount of memory and executing the query in parallel with huge gain.

CREATE INDEX dType ON E.Iitem (Dtype) WHERE Dtype IS NOT NULL

### Index on Computed Columns/ Views

* 1. You should create an indexed view because it persists data for computed column and automatically calculated each time data is inserted, updated or deleted in the underlying table.
  2. Index view utilizes physical disk storage
  3. Frequently used view data can be viewed without executing it’s query
  4. Query optimizer even uses view indexes in queries that do not directly name the view in the from clause
  5. They work best when the underlying data is frequently updated
  6. Excellent for queries with join & aggregated data involving many rows
  7. best used for OLAP systems
  8. best to drop and recreate when data load takes place
  9. cost of updating index view is more than the normal table indexes

----Creating a view

Create View vEmployee WIth Schemabinding As

Select BusinessEntityID, FirstName, LastName

From Person.Person

Select \* from vEmployee

Exec sp\_spaceused N'dbo.vEmployee'

Create Unique Clustered Index [Ix\_vEmployee] ON

dbo.vEmployee(BusinessEntityID)

### OLAP – On-Line Analytical Processing

### ColumnStore Indexes

* 1. With OLTP system care is required, SSIS , SSRS and Datawarehousing is ideal
  2. Column stored in one page → with compression → storage increases -> IO reduces
  3. Uses compression to optimize memory usage & performance
  4. Maintenance of these indexes are more costly than row store indexes
  5. in SQL Server 2016 → Both types of columnstore are read/write
  6. Clustered columnstore:
     1. Allows one Clustered columnstore indexes which include all table columns
     2. The clustered columnstore index will improve query performance on large data warehouse dimension tables and fact tables by achieving a high level of compression of column data.
     3. clustered column indexes removes row based storage
     4. **If you have a clustered columnstore index, then you can have only a non-clustered primary key row based index.**
     5. You should use columnstore compression to meet the business requirement for faster query performance. It will achieve 10 times better compression than rowstore indexes.
     6. Archive compression: Is designed for maximum data compression for data warehouses.

---- Creating columnstore index

CREATE CLUSTERED COLUMNSTORE INDEX [NCCS-Kids1] ON [dbo].[Kids1] WITH (DROP\_EXISTING = OFF, COMPRESSION\_DELAY = 0)

* 1. Nonclustered Columnstore;
     1. For real time analytics queries that scan large amount of data, especially on large table. Nonclustered Columnstore index are suitable for data warehouse that refresh daily.
     2. Non-clustered column indexes → Ideal when column cover query
     3. Used for very large data set
     4. I m+ rows per table
     5. You filter on non-clustered column indexes
     6. Best practice to have non-clustered indexes to your clustered column store indexes
     7. Non-Clustered columnstore index is generally more appropriate for OLTP table → when no change to base table structures.

---To get stats

SELECT \* FROM sys.dm\_db\_column\_store\_row\_group\_physical\_stats

---Alter to compress and re-organize

ALTER index ccolumnstore ON f.sales REORGANIZE WITH C compress\_all\_row\_group=ON);

---Rebuild

ALTER INDEX [name] ON s.table REBUILD;

---Creating

CREATE NONCLUSTERED COLUMNSTORE INDEX MyColumnStore ON dbo.tblCustomer (Ccode, CustName)

CREATE NONClustered COLUMNSTORE INDEX Ix\_Cons\_Date ON Consumer(CreateDate) INCLUDE(CustomerId, CountryCode, City)

WHERE Status=1;

### Spatial

1. A spatial index is a type of extended index that allows you to index a spatial column. A spatial column is a table column that contains data of a spatial data type, such as geometry or geography.

### Full-text

1. Only one full-text index is allowed per table or indexed view, and each full-text index applies to a single table or indexed view. A full-text index can contain up to 1024 columns.

### XML

1. An XML index is a special type of index that is created on XML binary large objects (BLOBs) in the XML data type columns, to enhance the performance of the queries that are retrieving data from that table. Indexing all tags, values, and paths over the XML instances in that column

### Memory-optimized non-clustered indexes

1. SQL Server 2014 introduced the In-memory OLTP engine which is fully integrated in SQL Server and allows you to create memory optimized tables. These memory optimized tables have a completely different data and index structure
   1. No locking, blocking or latching when you access data.
   2. There are no data pages or index pages or buffer pool for memory optimized tables.
2. There are two types of indexes which can be created on memory optimized tables
   1. HASH index or RANGE index.
   2. A memory-optimized table **must always have at least one index**, although if you create a primary key on the table, this requirement will be satisfied.
   3. You can create up to 8 indexes on a memory optimized table including the one supporting the primary key although no unique index is supported other than the primary key.
3. All 8 indexes can only be non-clustered indexes. These indexes don't duplicate data, but rather they just point to the rows in the chain.
   1. These indexes are not logged and don't get stored on disk.   The indexes are maintained online and created every time during recovery. Garbage collection performs clean up when required.
   2. The limitation of **eight indexes** on memory-optimized tables has been eliminated with SQL Server 2017.
   3. <https://sqlwithmanoj.com/tag/in-memory-tables/> -> Removed limitations in SQL Server 2017.
4. One very important point to note about In-Memory OLTP indexes are that they get created when you create the table and there is no way to drop, add or modify indexes on the memory optimized table.  This is because the index pointers are stored as part of the row structure.
5. You need to do thorough analysis and proper index planning, based on the workload or queries, before you create the memory optimized table.

---Created a primary key hash index on the CustomerID column and ---another hash index on the Age column:

CREATE TABLE [CustomerWithHashIndex](

[CustomerID] INT NOT NULL PRIMARY KEY NONCLUSTERED HASH WITH (BUCKET\_COUNT = 1000000),

[Name] NVARCHAR(250) NOT NULL,

[CustomerSince] DATETIME NULL,

Age SMALLINT NOT NULL INDEX [IAge] NONCLUSTERED HASH WITH (BUCKET\_COUNT = 200)

)

WITH (MEMORY\_OPTIMIZED = ON, DURABILITY = SCHEMA\_AND\_DATA);

--Create a memory optimized table with a hash index and a range index.

CREATE TABLE [CustomerWithRangeIndex](

[CustomerID] INT NOT NULL PRIMARY KEY NONCLUSTERED HASH WITH (BUCKET\_COUNT = 1000000),

[Name] NVARCHAR(250) NOT NULL,

[CustomerSince] DATETIME NULL,

Age SMALLINT NOT NULL INDEX [IAge] NONCLUSTERED)

WITH (MEMORY\_OPTIMIZED = ON, DURABILITY = SCHEMA\_AND\_DATA);

### Fragmentation

* 1. Happens with constant Updates, Inserts and Deletes
  2. 5 to 30% -> re-organise -> re-shuffles pages in order
  3. >30% -> Re-build -> very taxing -> drop & rebuilt fresh
  4. Create maintenance plan to rebuild indexes after a backup usually, 3 ways to do that:
     1. SQL Agent job -> Create schedule -> Copy & paste index re-building script
     2. Management -> Maintenance plan Wizard -> Index -> Create schedule -> Select relevant tasks -> Apply to multiple database -> If Index frag >30 & Count >1000 Then execute
     3. Using OLA’s script -> ola.hallemgrem -> several jobs to backup
  5. Rebuilding indexes
     1. Disk space is reclaimed because pages are compact
     2. The index rows are re-ordered
     3. Fragmentation is removed
  6. Index fragmentation → logical order differ from physical →
     1. sysy.dm\_db\_index\_physical\_stats
     2. avg\_fragmentation\_in\_percent
     3. fragmentation\_count
     4. avg\_fragmentation\_size\_in\_pages

--Findinding average fragmentation level

SELECT OBJECT\_NAME(OBJECT\_ID), index\_id,index\_type\_desc,index\_level,  
avg\_fragmentation\_in\_percent,avg\_page\_space\_used\_in\_percent,page\_count  
FROM sys.dm\_db\_index\_physical\_stats  
(DB\_ID(N'AdventureWorksLT'), NULL, NULL, NULL , 'SAMPLED')  
ORDER BY avg\_fragmentation\_in\_percent DESC

-- Find the average fragmentation percentage of all indexes

-- in the HumanResources.Employee table.

SELECT a.index\_id, name, avg\_fragmentation\_in\_percent

FROM sys.dm\_db\_index\_physical\_stats (DB\_ID(N'AdventureWorks2012'),

OBJECT\_ID(N'HumanResources.Employee'), NULL, NULL, NULL) AS a

JOIN sys.indexes AS b

ON a.object\_id = b.object\_id AND a.index\_id = b.index\_id;

GO

--Rebuild Index for All tables in database:

 Exec sp\_msforeachtable 'ALTER INDEX ALL ON ? REBUILD'

GO

--Reorganize Index for All tablex in database:

Exec sp\_msforeachtable 'ALTER INDEX ALL ON ? Reorganize'

GO

## Update Stats

If your database statistics are not up to date, it will cause the query optimizer to have inaccurate information to build the best query plan.

* 1. The optimizer could opt for a parallel plan when a nonparallel plan was the best option making you think that you have something wrong with the max degree of parallelism because you see lots of SOS\_SCHEDULER\_YIELD or CXPACKET waiting tasks.
  2. If this is the case you should update the statistics right away and then execute the DBCC FREEPROCCACHE command to clear the procedure cache so new plans can be built using the updated statistics.

UPDATE STATISTICS table\_name WITH Scan\_type; Two type of Scan: FULLSCAN, SAMPLE BY.

* 1. FULL SCAN update statistics by scanning all rows in the table or indexed view. FULLSCAN or SAMPLE 100 PERCENT gives the same result.
  2. SAMPLE BY update statistics based on a specified percentage or specified number of rows. For PERCENT, number can be from 0 through 100 and for ROWS, number can be from 0 to the total number of rows.

UPDATE STATISTICS Transaction WITH FULLSCAN;

UPDATE STATISTICS Transaction WITH SAMPLE 100 PERCENT;

EXEC sp\_updatestats

GO

DBCC FREEPROCCACHE() ?

GO

## Page Splits

1. Occurs due to insert in the middle of pages
2. Page consists of 8KB (8192B) -> Page header (96B) + Data Row 1..m (8060B) + Row Offset (36B)
3. Need to manage pages to avoid page splits -> which causes performance issues
4. If row size of 4200 bytes then a single row can be stored on a page -> 3860b is wasted space. If 4000b then two rows can be stored on the same page.
5. This could results in excessive I/O and updating indexes
6. Choose index keys that are either increasing or decreasing in value. This will cause insert either beginning or end of pages to avoid splitting.
7. Use default Fill Factor setting (0 or 100) -> unless testing has been done for a specific value with positive results.
8. Do have fill factor 100/0 on read-only workloads. On systems that are not applying insert or updates, a fill factor of 100 makes perfect sense.
9. SQLAccess: Page Splits/sec ->Perfmon counter
10. PAGEIO Latch indicate → data cannot be obtained from memory cache. SQL server has to go to the disk to get the relevant data.
11. PAGEIOLATCH\_SH → is the actual memory reservation to be filled with requested data from disk. SH= Shared wait.
12. Shows mid split markers -> AllocUnit, AllocUnitName, PageId, SlotId
13. SQLServer.Page\_Split, 1=Data Page, 2=index page, 10=IAM page (memory data)

-> via Extended Events

DBCC traceon(3604) -> to view used pages

DBCC IND ('DB\_Name',table\_name,-1)

DBCC page('DB\_Name',1,page\_id,1)

SELECT \* FROM fn\_dblog (NULL, NULL) WHERE operation=N’Lop\_delete\_split’

## Query Optimizer

1. The SQL Server Query Optimizer is a cost-based. Each possible execution plan has an associated cost in terms of the amount of computing resources used. The Query Optimizer must analyze the possible plans and choose the one with the lowest estimated cost.
2. Each SQL requires the use of resources, disk reads, CPU & Memory usage
3. Each SQL is Compiled -> Parsed -> Validated -> Optimized-> access plan created & cached -> Executed
4. **Re-compile causes performance issues** -> different execution plan for same SQL query. The following will cause a change in execution plan:
   1. Schema, Statistics, set option changed, Temp table, DML, DDL, table & view column or index changes
   2. Too many recompilation degrades performance
   3. Perfmon counters: SQLStatistics -> Batch Requests/ Sec, SQL Compilation/Sec, SQL ReCompilation/Sec
   4. Profiler -> Blank -> Event -> Stored Proc, sp:Recompile, SP:stmtCompleted, TSQL:SQL:STMTRecompile?
   5. Any SELECT \* will cause a recompile
   6. Use extended events instead of profiler on production
   7. Normally, if you see batch request 10% or higher then rewrite SP. For systems that have very long, complex stored procedures, *Batch Requests/sec* may not be a good metric to determine how busy the server is.
5. Specifying columns in select statements will optimize the query
6. The more filters in the Where clause the better. Less data is returned.
7. Select only columns that you need avoid network, bandwidth.
8. General rule, always join columns that have indexes, keys on them and avoid joining columns like character data
9. Revisit indexing often. Use Index Tuning Wizard for a guide.
10. Create indexes on Boolean and numeric data types. As they provide a high value of uniqueness which are great candidates for indexes
11. Move queries to stored procedures when possible because you can get a reliable performance gain from doing so
12. When the SELECT statement in *MyProc2* is optimized in SQL Server, the value of @d2 is not known. Therefore, the Query Optimizer uses a default estimate for the selectivity of OrderDate > @d2, (in this case 30 percent).
13. SQL Server detects the changes that invalidate an execution plan and marks the plan as not valid. The conditions that invalidate a plan include the following:
    1. Changes made to a table or view using (ALTER TABLE and ALTER VIEW).
    2. Changes made to a single procedure using (ALTER PROCEDURE).
    3. Changes or dropping any indexes used by the execution plan.
    4. Updates on statistics such as UPDATE STATISTICS, or generated automatically.
    5. An explicit call to sp\_recompile.
    6. Large numbers of changes to keys (generated by INSERT or DELETE statements from other users that modify a table referenced by the query).
    7. For tables with triggers, if the number of rows in the inserted or deleted tables grows significantly.
    8. Executing a stored procedure using the WITH RECOMPILE option.
14. When the PARAMETERIZATION option is set to FORCED, any literal value that appears in a SELECT, INSERT, UPDATE, or DELETE statement, submitted in any form, is converted to a parameter during query compilation.
    1. From SSMS -> Right click on the database then go to Properties, Options, Parameterization -> set option.
    2. The following query clauses are not parameterized. Note that in these cases, only the clauses are not parameterized. Other clauses within the same query may be eligible for forced parameterization.
       1. The <select\_list> of any SELECT statement. This includes SELECT lists of subqueries and SELECT lists inside INSERT statements.
       2. Subquery SELECT statements that appear inside an IF statement.
       3. The TOP, TABLESAMPLE, HAVING, GROUP BY, ORDER BY, OUTPUT...INTO, or FOR XML clauses of a query.
       4. The pattern and escape\_character arguments of a LIKE clause.

### Optimize for Ad-Hoc WorkLoad

1. Execution Plan → Optimize for ad hoc workloads
2. Reduce memory used to store compiled plan of single use ad hoc queries and dynamic sql statements by just storing the compiled plan stub instead of the full compiled plan
3. Increase CPU usage when ad hoc query is executed the second time by compiling the plan again for sorting/ caching
4. Useful when there are lots of single use ad hoc queries to reduce memory overhead. Can cause excessive CPU usage when significant number of ad hoc queries are executed more than once.
5. When the plan is stable it is recommended to parametrize to avoid such plan cache pollution
6. Query\_hash & query\_plan\_hash are same for adhoc queries which have different parameter values. This will cache a single plan and reuse it.
7. You need to enable optimize adhoc queries so that queries plans are cached, check CPU compile time. Useful for single dynamic sql statetments. Parameterise sql statements in order to save cache pollution.
8. Setting the **optimize for ad hoc workloads** to 1 affects only new plans; plans that are already in the plan cache are unaffected. To affect already cached query plans immediately, the plan cache needs to be cleared using
9. <https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/optimize-for-ad-hoc-workloads-server-configuration-option?view=sql-server-2017> 🡪 More reads
10. Forced parameterization is when the database engine parameterizes any literal value that appears in a SELECT, UPDATE, INSERT, or DELETE statement submitted in any form, but there are a few exceptions.
11. Simple parameterization SQL Server internally will add parameters where needed so that it can try to reuse a cached execution plan.
12. <https://www.mssqltips.com/sqlservertip/2935/sql-server-simple-and-forced-parameterization/>
13. Automatic tuning in SQL Server 2017 (14.x) notifies you whenever a potential performance issue is detected, and lets you apply corrective actions, or lets the Database Engine automatically fix performance problems.
14. <https://docs.microsoft.com/en-us/sql/relational-databases/automatic-tuning/automatic-tuning?view=sql-server-2017>

exec sp\_configure 'optimize for ad hoc workloads'

go

exec sp\_configure 'optimize for ad hoc workloads', 1

reconfigure

go

exec sp\_configure 'optimize for ad hoc workloads'

go

exec sp\_configure 'optimize for ad hoc workloads'

go

exec sp\_configure 'optimize for ad hoc workloads', 0

reconfigure

go

exec sp\_configure 'optimize for ad hoc workloads'

go

--Forced

ALTER DATABASE AdventureWorks2012 SET PARAMETERIZATION FORCED

--Simple

ALTER DATABASE AdventureWorks2012 SET PARAMETERIZATION SIMPLE

---- let SQL Server 2017 to automatically correct any plan that regressed.

ALTER DATABASE current SET AUTOMATIC\_TUNING ( FORCE\_LAST\_GOOD\_PLAN = ON )

---- obtain a script that fixes the issue and additional information about the ---- estimated gain

SELECT reason, score,

script = JSON\_VALUE(details, '$.implementationDetails.script'),

planForceDetails.\*,

estimated\_gain = (regressedPlanExecutionCount + recommendedPlanExecutionCount)

\* (regressedPlanCpuTimeAverage - recommendedPlanCpuTimeAverage)/1000000,

error\_prone = IIF(regressedPlanErrorCount > recommendedPlanErrorCount, 'YES','NO')

FROM sys.dm\_db\_tuning\_recommendations

CROSS APPLY OPENJSON (Details, '$.planForceDetails')

WITH ( [query\_id] int '$.queryId',

regressedPlanId int '$.regressedPlanId',

recommendedPlanId int '$.recommendedPlanId',

regressedPlanErrorCount int,

recommendedPlanErrorCount int,

regressedPlanExecutionCount int,

regressedPlanCpuTimeAverage float,

recommendedPlanExecutionCount int,

recommendedPlanCpuTimeAverage float

) AS planForceDetails;

## Data Compression

1. There is Row or Page compression types
2. Compression Ratio depends on data and indexing strategy
3. Reduces I/Os, so improving performance
4. Have CPU & DML overhead to handle the compression/decompression but is compensated by reduced I/O.
5. The optimizer will provide inaccurate costing due to reduced size of tables due to row or page compression.
6. The release of SQL Server 2016 SP1 contains page compression and this is now available on all editions of SQL Server.
7. It can reduce the size of data and indexes by over 60%.
8. Improves cache performance because more data stored in memory
9. For example implementing Page Compression on a 100m row a table can reduce it down to 35% of its original size. From say 58Gb to 20Gb.
10. For large amount of data in your database some of these index rebuild operations may take a long time.
11. Sparse columns are not supported and will need to be converted.
12. Page level compression does Row level first. Row level turns fixed length data into variable length types, freeing empty spaces. It also ignores zero & null values saving additional spaces.

----List tables and their row sizes

SELECT DISTINCT  s.name,t.name, i.name, i.type, i.index\_id,

    p.partition\_number, p.rows

FROM sys.tables t

LEFT JOIN sys.indexes i

ON t.object\_id = i.object\_id

JOIN sys.schemas s

ON t.schema\_id = s.schema\_id

LEFT JOIN sys.partitions p

ON i.index\_id = p.index\_id

    AND t.object\_id = p.object\_id

WHERE t.type = 'U'

  AND p.data\_compression\_desc = 'NONE'

ORDER BY p.rows desc

----Estimates savings from Compression

EXEC sp\_estimate\_data\_compression\_savings

    @schema\_name = 'Sales',

    @object\_name = 'SalesOrderDetail',

    @index\_id = NULL,

    @partition\_number = NULL,

    @data\_compression = 'ROW'

EXEC sp\_estimate\_data\_compression\_savings

    @schema\_name = 'Sales',

    @object\_name = 'SalesOrderDetail',

    @index\_id = NULL,

    @partition\_number = NULL,

    @data\_compression = 'PAGE'

---- How to compress

ALTER INDEX PK\_SalesOrderDetail\_SalesOrderID\_SalesOrderDetailID

        ON Sales.SalesOrderDetail

        REBUILD PARTITION = ALL

        WITH (DATA\_COMPRESSION = PAGE);

ALTER INDEX IX\_SalesOrderDetail\_ProductID

        ON Sales.SalesOrderDetail

        REBUILD PARTITION = ALL

        WITH (DATA\_COMPRESSION = PAGE);

ALTER TABLE Production.TransactionHistory REBUILD PARTITION = ALL

WITH (DATA\_COMPRESSION = ROW);

GO

ALTER INDEX IX\_TransactionHistory\_ProductID ON Production.TransactionHistory REBUILD PARTITION = ALL WITH (DATA\_COMPRESSION = PAGE);

GO

## Table Variable Vs Temporary Variable Vs CTE

* + 1. @Table Variable
       1. No statistics available & no index available
       2. incorrect estimation by query optimizer
       3. @Table variable does not support parallelism
       4. 1mb of memory allocated as the minimum for a query
       5. The sort should get a warning sign of tempdb spill
       6. By using option (recompile) will help the optimizer to estimate better on memory allocation. It always uses 30% of the total rows in a table.
       7. Used for small data sets
       8. Table variables are created by using the DECLARE statement. They reside in the tempdb database. Table variables are accessible only within the session that created them.
    2. #Temp table
       1. Has statistics
       2. Appropriate memory is allocated for the query processes
       3. Supports parallelism
       4. Concurrent temp table could lead to meta data contention so you may need to use table variables
       5. Used for large data set
       6. Temporary table (#temp) is created in the tempdb database. So table variable is faster than temporary table. Temporary tables are allowed CREATE INDEXes using Primary Key or Unique Constraint.
    3. CTE
       1. CTE is a good tool but it does have limitations.  It can only be used in the current query scope whereas a temporary table or table variable can exist for the entire duration of the session allowing you to perform many different DML operations against them.
       2. T-SQL code more readable as well as makes writing recursive queries much less complex as the CTE can reference itself.
       3. If the data in the CTE is very small, then its ok to use but for large data volume performance degrades.

## In-Memory Tables

1. Although Microsoft has invested a lot of effort in In-Memory OLTP technology, currently the functionality is not satisfactory. We cannot migrate databases directly without losing referential integrity or performing manual work.
2. Creation involves 4 main steps:
   1. Create the one & only file group
   2. Create in-memory table WITH (MEMORY\_OPTIMIZED=ON)
   3. Create Natively compiled SP -> No select \* , must be schema binding
   4. Use Create Natively compiled SP to populate table & modify data
   5. Must contain exactly one Atomic block
   6. Do not implement full T-SQL
3. Improved performance for OLTP environment
4. Fast, inexpensive and large capacity memory now available
5. Ideal for heavy calculations in T-SQL
6. A memory –optimized table has a representation of itself in Active memory & secondary copy on disk, duality is hidden from user
7. must have at least 1 Primary index
8. changes not written to transaction logs, runs faster as no logging overhead
9. No use of TempDB & no IO overheads, No locking
10. Instead of locks, the memory-optimised table adds a new version of an updated row in the table itself. The original row is kept until after the transaction is committed
11. During transaction, other processes can read original version of row
12. SPs can be natively compiled, resulting in duration that are 99% faster than interpreted
13. Moving table from disk to memory, 5 to 20 times faster performance
14. A non-durable memory-optimized tables do not incur logging overhead, transactions writing to them run faster than write operations on durable tables. However, to optimize performance of durable memory-optimized tables, configure delayed durability at the database or transaction level. Just as with disk-based tables, delayed durability for a memory-optimized table reduces the frequency with which SQL Server flushes log records to disk and enables SQL Server to commit transactions before writing log records to disk.
15. Durable With this type, SQL Server guarantees full durability just as if the table were disk-based. If you do not specify the durability option explicitly when you create a memory-optimized table, it is durable by default. To explicitly define a durable table, use the SCHEMA\_AND\_DATA durability option.
16. https://www.red-gate.com/simple-talk/sql/t-sql-programming/converting-database-memory-oltp/

--- Durable table definition

CREATE TABLE Examples.Order\_IM\_Durable (

OrderID INT NOT NULL PRIMARY KEY NONCLUSTERED,

OrderDate DATETIME NOT NULL,

CustomerCode NVARCHAR(5) NOT NULL

)

WITH (MEMORY\_OPTIMIZED = ON, DURABILITY=SCHEMA\_AND\_DATA);

GO

---- non-durable memory-optimized tables

CREATE TABLE Examples.Order\_IM\_Nondurable (

OrderID INT NOT NULL PRIMARY KEY NONCLUSTERED,

OrderDate DATETIME NOT NULL,

CustomerCode NVARCHAR(5) NOT NULL

)

WITH (MEMORY\_OPTIMIZED = ON, DURABILITY=SCHEMA\_ONLY);

GO

--Set at database level only, all transactions commit as delayed durable

ALTER DATABASE ExamBook762Ch3\_IMOLTP

SET DELAYED\_DURABILITY = FORCED;

--Override database delayed durability at commit for durable transaction

BEGIN TRANSACTION;

INSERT INTO Examples.Order\_IM\_Hash

(OrderId, OrderDate, CustomerCode)

VALUES (1, getdate(), 'cust1');

COMMIT TRANSACTION WITH (DELAYED\_DURABILITY = OFF);

GO

--Set at transaction level only

ALTER DATABASE ExamBook762Ch3\_IMOLTP

SET DELAYED\_DURABILITY = ALLOWED;

BEGIN TRANSACTION;

INSERT INTO Examples.Order\_IM\_Hash

(OrderId, OrderDate, CustomerCode)

VALUES (2, getdate(), 'cust2');

COMMIT TRANSACTION WITH (DELAYED\_DURABILITY = ON);

--Set within a natively compiled stored procedure

CREATE PROCEDURE Examples.OrderInsert\_NC\_DD

@OrderID INT,

@CustomerCode NVARCHAR(10)

WITH NATIVE\_COMPILATION, SCHEMABINDING

AS

BEGIN ATOMIC

WITH (DELAYED\_DURABILITY = ON,

TRANSACTION ISOLATION LEVEL = SNAPSHOT, LANGUAGE = N'English')

DECLARE @OrderDate DATETIME = getdate();

INSERT INTO Examples.Order\_IM (OrderId, OrderDate, CustomerCode)

VALUES (@OrderID, @OrderDate, @CustomerCode);

END;

GO

--Disable delayed durability completely for all transactions

-- and natively compiled stored procedures

ALTER DATABASE ExamBook762Ch3\_IMOLTP

SET DELAYED\_DURABILITY = DISABLED;

--Enable statistics collection at the query level

EXEC sys.sp\_xtp\_control\_query\_exec\_stats @new\_collection\_value = 1;

--Check the current status of query-level statistics collection

DECLARE @c BIT;

EXEC sys.sp\_xtp\_control\_query\_exec\_stats @old\_collection\_value=@c output;

SELECT @c AS 'Current collection status';

--Disable statistics collection at the query level

EXEC sys.sp\_xtp\_control\_query\_exec\_stats @new\_collection\_value = 0;

--Enable statistics collection at the query level for a specific

--natively compiled stored procedure

DECLARE @ncspid int;

DECLARE @dbid int;

SET @ncspid = OBJECT\_ID(N'Examples.OrderInsert\_NC');

SET @dbid = DB\_ID(N'ExamBook762Ch3\_IMOLTP')

EXEC [sys].[sp\_xtp\_control\_query\_exec\_stats] @new\_collection\_value = 1,

@database\_id = @dbid, @xtp\_object\_id = @ncspid;

--Check the current status of query-level statistics collection for a specific

--natively compiled stored procedure

DECLARE @c bit;

DECLARE @ncspid int;

DECLARE @dbid int;

SET @ncspid = OBJECT\_ID(N'Examples.OrderInsert\_NC');

SET @dbid = DB\_ID(N'ExamBook762Ch3\_IMOLTP')

EXEC sp\_xtp\_control\_query\_exec\_stats @database\_id = @dbid,

@xtp\_object\_id = @ncspid, @old\_collection\_value=@c output;

SELECT @c AS 'Current collection status';

--Disable statistics collection at the query level for a specific

--natively compiled stored procedure

DECLARE @ncspid int;

DECLARE @dbid int;

EXEC sys.sp\_xtp\_control\_query\_exec\_stats @new\_collection\_value = 0,

@database\_id = @dbid, @xtp\_object\_id = @ncspid;

### Limitations

* 1. Limitations → no tempdb access therefore no cursors, case statements, INTO, Subqueris in update, CTE, VIEW etc
  2. You must estimate & provide adequate available memory capacity
  3. You may need to employ partitioning techniques to provide better memory management
  4. The database compatibility level must be 130 or above

SELECT d,compatibility\_level FROM sys.databases as d WHERE d.name=db\_Name()

ALTER DATABASE CURRENT SET compatibility\_level=130

* 1. Transactions involving both disk & memory based tables are called cross-container transactions
  2. Require transaction isolation level to be SNAPSHOT

ALTER DATABASE CURRENT SET MEMORY\_OPTIMIZED\_ELEVATE\_TO\_SNAPSHOT=ON

* 1. If you create one or more databases with memory-optimized tables, you should enable Instant **File Initialization (IFI)** by granting the SQL Server service startup account the SE\_MANAGE\_VOLUME\_NAME user right. Without IFI, memory-optimized storage files (data and delta files) will be initialized upon creation, which can have negative impact on the performance of your workload
  2. In-Memory OLTP does not support migrations in most cases of tables, referential integrity, check constraint and so on. It is good for new projects where you expect many transactions, but migrating an existing database is not properly supported.
  3. You cannot issue an ALTER TABLE statement to convert a disk-based table into a memory-optimized table. Instead, you must use a more manual set of steps
     1. Suspend application activity.
     2. Take a full backup.
     3. Rename your disk-based table.
     4. Issue a CREATE TABLE statement to create your new memory-optimized table.
     5. INSERT INTO your memory-optimized table with a sub-SELECT from the disk-based table.
     6. DROP your disk-based table.
     7. Take another full backup.
     8. Resume application activity
  4. CLR types, XML type, SQL Variant, user-defined types, and LOB legacy types (TEXT, NTEXT & IMAGE) are not supported in In-memory OLTP tables. The conversion process can convert most of the unsupported types to nvarchar(MAX).

1. A Computed column in an In-Memory optimized table is supported starting with SQL Server 2017. You cannot convert the ‘ComputedText’ property, i.e. formula.

--- Get all columns that have user-defined data types

   WITH X

  AS

  (SELECT \*

      FROM sys.types

      WHERE is\_user\_defined = 1)

  SELECT  s.name ,t.name   ,c.\*

  FROM SYS.columns c

  INNER JOIN sys.tables t

      ON c.object\_id = t.object\_id

  INNER JOIN sys.schemas s

      ON t.schema\_id = s.schema\_id

  WHERE EXISTS (SELECT \*

      FROM x

      WHERE x.user\_Type\_id = c.user\_type\_id);

1. In SQL Server 2016, only eight indexes including the primary key index are allowed for each memory-optimized table or table type. Starting with SQL Server 2017, there is no longer a limit.
2. I**DENTITY** columns seed and increment must be set to 1.

---To get all columns that have an identity with a seed or increment ---- different from 1

SELECT s.name ,t.name ,c.seed\_value ,c.increment\_value

  FROM sys.identity\_columns c

  INNER JOIN sys.tables t

      ON c.object\_id = t.object\_id

  INNER JOIN sys.schemas s

      ON t.schema\_id = s.schema\_id

  WHERE seed\_value <> 1

  OR increment\_value <> 1;

1. Every foreign key will result in warnings and errors. The Microsoft Advisor reports that is not possible to convert such a table by using the wizard
2. CASCADE is not supported

--- To get all relationships that have some actions on DELETE or UPDATE

SELECT

      f.name AS ForeignKey

     ,SCHEMA\_NAME(f.SCHEMA\_ID) SchemaName

     ,OBJECT\_NAME(f.parent\_object\_id) AS TableName

     ,COL\_NAME(fc.parent\_object\_id, fc.parent\_column\_id) AS ColumnName

     ,SCHEMA\_NAME(o.SCHEMA\_ID) ReferenceSchemaName

     ,OBJECT\_NAME(f.referenced\_object\_id) AS ReferenceTableName

     ,COL\_NAME(fc.referenced\_object\_id, fc.referenced\_column\_id)

         AS ReferenceColumnName

     ,f.delete\_referential\_action\_desc

     ,f.update\_referential\_action\_desc

  FROM sys.foreign\_keys AS f

  INNER JOIN sys.foreign\_key\_columns AS fc

      ON f.OBJECT\_ID = fc.constraint\_object\_id

  INNER JOIN sys.objects AS o

      ON o.OBJECT\_ID = fc.referenced\_object\_id

  WHERE f.delete\_referential\_action != 0

  OR f.update\_referential\_action != 0

  ORDER BY SCHEMA\_NAME(f.SCHEMA\_ID);

## Identifying poor performance Issues

### Locking/ Blocking & Deadlocking

* + 1. Multiple users access the same data at the same time creating a circular chain
    2. Avoid locking contention to improve overall performance, you should keep each transaction short and concise, so it can execute quickly → while holding fewest and smallest possible locks.
    3. Usually, due to poor indexing, improper written queries, insufficient resources etc.
    4. SP\_WHO2 -> sproc -> BlkBy -> 58 -> 52 is blocked
    5. Sys.dm\_exec\_request, Sys.dm\_os\_waiting\_tasks
    6. Activity Monitor -> Right Click Server -> Spid -> BlkBy
    7. SSMS Reports -> Right Click db -> Reports -> Standard ->
    8. Perfmon Counter -> SQLServer:Locks: Lock Waits/sec:\_Total
       1. No of time per sec sql server is not able to retain a lock for a resource
       2. Ideally, you don’t want any request to wait for a lock
    9. SQLServer:General Statistics: Process Block
       1. Identifies the number of blocked processes
       2. Ideally, you don’t want to see any blocked processes
    10. SQL Server recognizes deadlock condition → it terminates one of the transaction and rolls it back
    11. Deadlock graph → Profiler → Blank template → Events → Deadlock Graph → Run
    12. Trace Flag 1204 & 1222 → DBCC TRACEON(1204, 1222,-1) → deadlog info sent to log -> DBCC TRACEOFF (1204, 1222, -1)
    13. Deadlock error 1205 -> Victim error message
    14. Extended Events deadlock graph → discover past deadlocks → Analyse deadlocks after it has happened
    15. Use TRY-CATCH in SP scripts to capture deadlocks
    16. Other methods for resolving deadlocks → Use Snapshot or Read\_Committed\_Snapshot → requires good space for tempdb
        1. Use NOLOCK query hint → dirty reads possible
        2. Add covering non-clustered index → beware of index maintenance overhead
        3. Use HOLDLOCK (HOLDLOCK specifies a certain isolation level, to write SERIALIZABLE) or UPDLOCK (UPDLOCK as such does not specify an isolation level, but in practice you will get REPEATABLE READ) query hints
    17. Three lock escalation mode → **Auto** (use this for partition tables), **Table** (default), **Disable** (consumes vast memory).

---To view blocked process execute the following query

USE [master]

GO

SELECT session\_id

,blocking\_session\_id

,wait\_time

,wait\_type

,last\_wait\_type

,wait\_resource

,transaction\_isolation\_level

,lock\_timeout

FROM sys.dm\_exec\_requests

WHERE blocking\_session\_id <> 0

---You can view information about current locks and the processes

--blocking them using the sys.dm\_tran\_locks dynamic management view.

--This column has one of three values: GRANT, WAIT or CONVERT -> upgrade ---lock status

USE [master]

GO

SELECT \* from sys.dm\_tran\_locks

WHERE request\_status = 'CONVERT'

GO

--To view locking in the particular database, execute the following query --joins sys.dm\_tran\_locks with sys.partitions:

USE [master]

GO

SELECT tl.resource\_type

,tl.resource\_associated\_entity\_id

,OBJECT\_NAME(p.object\_id) AS object\_name

,tl.request\_status

,tl.request\_mode

,tl.request\_session\_id

,tl.resource\_description

FROM sys.dm\_tran\_locks tl

LEFT JOIN sys.partitions p

ON p.hobt\_id = tl.resource\_associated\_entity\_id

WHERE tl.resource\_database\_id = DB\_ID()

GO

--Execute the following to view wait stats for all block processes on SQL Server:

USE [master]

GO

SELECT w.session\_id

,w.wait\_duration\_ms

,w.wait\_type

,w.blocking\_session\_id

,w.resource\_description

,s.program\_name

,t.text

,t.dbid

,s.cpu\_time

,s.memory\_usage

FROM sys.dm\_os\_waiting\_tasks w

INNER JOIN sys.dm\_exec\_sessions s

ON w.session\_id = s.session\_id

INNER JOIN sys.dm\_exec\_requests r

ON s.session\_id = r.session\_id

OUTER APPLY sys.dm\_exec\_sql\_text (r.sql\_handle) t

WHERE s.is\_user\_process = 1

GO

EXEC sp\_who 'active';

GO

EXEC sp\_who2 'active';

GO USE master;

GO

KILL spid

----important details about blocking session id,time(from when the blocking session is running),executing query,user account who is executing this blocking session

SELECT

[s\_tst].[session\_id],

[s\_es].[login\_name] AS [Login Name],

DB\_NAME (s\_tdt.database\_id) AS [Database],

[s\_tdt].[database\_transaction\_begin\_time] AS [Begin Time],

[s\_tdt].[database\_transaction\_log\_bytes\_used] AS [Log Bytes],

[s\_tdt].[database\_transaction\_log\_bytes\_reserved] AS [Log Rsvd],

[s\_est].text AS [Last T-SQL Text],

[s\_eqp].[query\_plan] AS [Last Plan]

FROM

sys.dm\_tran\_database\_transactions [s\_tdt]

JOIN

sys.dm\_tran\_session\_transactions [s\_tst]

ON

[s\_tst].[transaction\_id] = [s\_tdt].[transaction\_id]

JOIN

sys.[dm\_exec\_sessions] [s\_es]

ON

[s\_es].[session\_id] = [s\_tst].[session\_id]

JOIN

sys.dm\_exec\_connections [s\_ec]

ON

[s\_ec].[session\_id] = [s\_tst].[session\_id]

LEFT OUTER JOIN

sys.dm\_exec\_requests [s\_er]

ON

[s\_er].[session\_id] = [s\_tst].[session\_id]

CROSS APPLY

sys.dm\_exec\_sql\_text ([s\_ec].[most\_recent\_sql\_handle]) AS [s\_est]

OUTER APPLY

sys.dm\_exec\_query\_plan ([s\_er].[plan\_handle]) AS [s\_eqp]

ORDER BY

[Begin Time] ASC;

GO

### Waite Stats

* + 1. There can be many factors
    2. Locking, poor index, badly designed queries, latches, Network, disk IO waits etc
    3. Queries have 3 states ->
    4. Running
    5. Runnable (locks removed)
    6. Suspended (Locked)
    7. Wait Stats → if row is narrow then many rows can fit into the same page →when doing update → this will lead PAGELATCH\_EX/ PAGELATCH\_SH Waite issues. → Concurrent access to same page issues. Increase row size by adding a dummy column so that 1 row per page is stored.
    8. SQL Server command timeout/ Application timeout → default period is 30 sec
    9. Better to tune queries rather than increase the timeout value
    10. CXPacket, PageIOLatch\_xx, Lck\_M\_X, Async\_Network\_IO
    11. Asyn\_Network\_IO (communication to client app), CXPacket (parallel exec), OLEDB (calling remote DB), PageIOLatch (exclusive access to page request from disk)

---- Get wait info for s specific application

use master

select r.session\_id, r.status, r.command, r.wait\_type, r.wait\_time, r.wait\_resource

from sys.dm\_exec\_requests r

inner join sys.dm\_exec\_sessions s on (r.session\_id = s.session\_id)

where program\_name like 'SQLTest%'

-----

Select \* from sys.dm\_os\_wait\_stats / waiting\_tasks/ dm\_exec\_requests?

Select \* from sys.dm\_os\_wait\_stats order by 3 desc

Select \* from sys.dm\_os\_wait\_stats WHERE wait\_type=’Lck\_M\_S’ order by 3 desc

DBCC\_SQLPERF(N’sys.dm\_os\_wait\_stats’,clear)

---------

dbcc sqlperf('sys.dm\_os\_wait\_stats', clear)

go

-------

select wait\_time\_ms / (case waiting\_tasks\_count when 0 then NULL else waiting\_tasks\_count end) as AvgWaitMS, \*

from sys.dm\_os\_wait\_stats

where wait\_type in ('PAGELATCH\_EX', 'PAGELATCH\_SH')

Go

--------

select object\_name(object\_id) as object\_name, page\_latch\_wait\_count, page\_latch\_wait\_in\_ms

from sys.dm\_db\_index\_operational\_stats(db\_id(), NULL, NULL, NULL)

where page\_latch\_wait\_count > 0

order by page\_latch\_wait\_in\_ms desc

* 1. Fill Factor
     1. Fill factor is the value that determines the percentage of space on each leaf-level page to be filled with data. In an SQL Server, the smallest unit is a page, which is made of Page with size 8K. Every page can store one or more rows based on the size of the row. The default value of the Fill Factor is 100, which is same as value 0.
     2. A correctly chosen fill-factor value can reduce potential page splits by providing enough space for index expansion as data is added to the underlying table.
     3. When a new row is added to a full index page, the Database Engine moves approximately half the rows to a new page to make room for the new row. This reorganization is known as a page split. A page split makes room for new records, but can take time to perform and is a resource intensive operation. Also, it can cause fragmentation that causes increased I/O operations. When frequent page splits occur, the index can be rebuilt by using a new or existing fill-factor value to redistribute the data.

---Here is the script to measure the Fill Factor at the server level:

SELECT \*

FROM sys.configurations

WHERE name ='fill factor (%)'

---And, here is the script to measure the Fill Factor at the table/index level:

USE YourDatabaseName;

SELECT OBJECT\_NAME(OBJECT\_ID) Name, type\_desc, fill\_factor

FROM sys.indexes

--Create index

CREATE INDEX IX\_Employee\_OrganizationLevel\_OrganizationNode ON HumanResources.Employee

(OrganizationLevel, OrganizationNode)

WITH (DROP\_EXISTING = ON, FILLFACTOR = 80);

GO

--Alter index

ALTER INDEX IX\_Employee\_OrganizationLevel\_OrganizationNode ON HumanResources.Employee

REBUILD WITH (FILLFACTOR = 80);

GO

### Statistics

* + 1. Statistics are objects that contain statistical information about the distribution of values in one or more columns of a table or indexed view. Query optimizer uses these statistics to estimate the number of rows or the cardinality returned in the query result. The query optimizer uses this cardinality estimates to choose either the index seek operator instead of the more resource intensive index scan operator and return the most efficient execution plan.
    2. By default, sql server has the **auto create statistics enabled** (don't turn it off). To check if stats is enabled for the database:
    3. **Select database -> Properties -> Options -> Ensure Auto Create Statistics = true & Auto Update Statistics = true**
    4. SQL server automatically creates stats when you create a table with PK or an index table.
    5. When you rebuild an index it automatically creates new statistics.
    6. logical reads -> Number of pages read from data cache
    7. physical read -> Number of pages read from disk
    8. Auto\_update\_statistics\_Async → background thread
    9. Auto\_create\_statistics → create stats on each column during query execution
    10. From sys.stats/ sys.object WHERE type=’U’ → U = User table
    11. SQL Server creates & updates stats automatically for all indexes & columns used in WHERE or JOIN ON clause.
    12. You can disable automatic stats update options & implement maintenance plan to update stats on demand or on schedule.

Set statistic IO ON

Set statistic Time ON

sys.sp\_xtp\_control\_proc\_exec\_stats → enables stats for SQL instance

sys.sp\_xtp\_control\_query\_exec\_stats → enables stats for query level

Primary key = cardianality high = 1= uniqueness= having high selectivity

DBCC show\_statistics(‘table’,index\_name);

ALTER DATABASE db SET AUTO\_CREATE\_STATISTICS OFF;

ALTER DATABASE db SET AUTO\_UPDATE\_STATISTICS OFF;

### Backup & Maintenance plan to avoid performance issues

* 1. Avoid backup jobs during production hours
  2. Determine minuets, hours or days it takes to do a backup
  3. Scatter full, differential backups
  4. Create backup jobs on replica
  5. From SQL Server 2008R2, you can tick a check box to use compression. Which means backups will be smaller, they take less time, and the restores will be quicker.
  6. For small databases choose full backup only
  7. Full+transaction log backup strategy is suitable for larger databases
  8. Full+differential backupstartegy for very large database
  9. **Take advantage of compression-> 25% quicker -> saves time and space**
     1. In Object Explorer, right-click a server and select Properties.
     2. Click the Database settings node.
     3. Under Backup and restore, Compress backup shows the current setting of the backup compression default option. This setting determines the server-level default for compressing backups.
     4. If the Compress backup box is checked, new backups are compressed by default.
     5. Checking backup compression via SQL, A value of 0 means that backup compression is off, and a value of 1 means that backup compression is enabled.
  10. Maintenance Plan
      1. It’s difficult to know how often you should be running index maintenance as it’s dependent on your workload and how quickly your data changes.
      2. If you’re unsure about the frequency, then start by checking for index fragmentation on a daily basis.
      3. If it takes a week for fragmentation to reach 30% or more, schedule in weekly index maintenance. If they fragment sooner, you should try to schedule a couple of index maintenance sessions a week, if not daily – this should include updating statistics.

SELECT value

FROM sys.configurations

WHERE name = 'backup compression default' ;

GO

EXEC sp\_configure 'backup compression default', 1 ;

RECONFIGURE;

GO

## Useful Tools

### Query Store

1. Available from SQL Server 2016 +, GUI based
2. Captures and stores historical data for queries, Execution plans, Statistics
3. 1st point of reference for troubleshooting, provides long running queries, performance related issues, & view changes to workload
4. Small footprint, you can execute on production server
5. You can enable for specific databases by right clicking on the database -> Query Store -> Operation mode -> RW
6. **Regressed queries** -> lists slow queries
7. **Top resource consuming queries** -> Plan it -> Force Plan -> Execution plan ->
   * + 1. Shows various stats ->Such as average logical reads, writes, execution counts etc
       2. Bold plan indicates forced plan
8. **Tracked** -> query ID -> tracked query option
9. Configure to change time interval
10. During backup query store info are retained
11. You can also compare 2 execution plans

--- Forcing a particular execution plan

ALTER DATABASE db\_name SET QUERY STORE CLEAN;

Exec sp\_query\_store\_force\_plan query\_id=1, execution\_plan\_id=13;

---View all execution plans

SELECT txt.query\_text\_id, txt.query\_sql\_text, pl.plan\_id, qry.\* FROM sys.query\_store\_plan AS pl JOIN sys.query\_store\_query as qry ON pl.query\_id=qry.query\_id JOIN sys.query\_store\_query\_text as txt ON qry.query\_text\_id = txt.query\_text\_id;

----To View Plan Cache:

SELECT decp.\*, dest.text, deqp.query\_plan FROM sys.dm\_exec\_cached\_plans decp CROSS APPLY sys.dm\_exec\_sql\_text(decp.plan\_handle) dest CROSS APPLY sys.dm\_exec\_query\_plan(decp.plan\_handle) deqp;

### Extended Events

* + 1. Ability to select Events & Columns for trouble shooting to find performance issues or bottlenecks in SQL Server
    2. SQL Server 2016 has about 564 extended events compared to profiler with 235.
    3. Light weight & uses little resources
    4. Easy graphical user interface
    5. Profiler V Ext Event ( Events= Events, Columns=Actions, Filter=Predicate)
    6. SSMS -> Management -> Ext Event-> Sessions -> Right Click -> New Session Wizard -> Name Session -> Next -> Template -> select relevant events -> Event Filter=SQLServer databasename=db\_name -> Next -> Summary -> Finish -> Start -> Turn Green -> Watch live data -> View Target -> stop Session
    7. Use wizard to select event + Actions -> then click script
    8. You can use ALTER EVENT SESSION to add additional events
    9. View Package0.Event\_file -> Grouping
    10. ADD Target Package0.event\_file(SET FileName=’Capture Waite Stats on Lock’)

----You can manually create Extended Event sessions as follows:

CREATE EVENT session [capture wait stats on lock]

ON SERVER

ADD EVENT sql.wait\_info(

ACTION (SqlServer.database\_name, nt\_username, session\_id, sql\_text, transaction\_id))

----Another example of manual event creation

CREATE EVENT SESSION [DELETE] ON SERVER

ADD EVENT sqlserver.object\_deleted(

ACTION(sqlserver.database\_name, sqlserver.nt\_username, sqlserver.SQL\_Text, sqlserver.username)

WHERE (sqlserver.database\_name]=N’dbname’))

ADD TARGET package0.event\_file(SET filename=N’Delete’)

WITH (Start\_State=off)

----look into events, actions & targets

SELECT \* FROM sys.server\_event\_sessions

### PerfMon

* + 1. CPU:
       1. Processor: % Processor Time -> 80 to 90% -> upgrade
       2. Processor: - Processor Queue Length -> if greater than no of processors then CPU issue
    2. Memory
       1. The Available Bytes -> Low level indicates insufficient or the app is not releasing memory
       2. Memory Page/sec -> pages retrieved from disk due to hard page faults or written to disk to free space in working set due to page faults
       3. High rate for Memory Page/sec -> could indicate excessive paging
       4. SQLServer: Buffer Manager: Buffer Cache hit ratio -> find data pages in its buffer cache. The higher this no the better. Data for queries obtained from memory instead of disk. Keep close to 100 as possible.
       5. SQLServer: Buffer Manager: Page Life Expectancy -> Measures how long pages stay in buffer cache in seconds. Below 300 or 5min means additional memory required.
    3. Compilation
       1. SQLServer: SQL Statistics: Batch Requests/ sec -> no of batches per second -> high means more queries being executed.
       2. SQLServer: SQL Statistics: SQL Compilations/ sec -> Resource intensive -> ideally 1 compile per every IO batch requests
       3. SQLServer: SQL Statistics: Re-Compilations/ sec -> minimize the number of re-compiles.
    4. Blocking
       1. SQLServer: General Statistics: User Connections -> no of user connections
       2. SQLServer: Locks: Lock Waites/ Sec: -Total -> The number of times per second SQL server is not able to retain a lock right away -> ideally 0 or close to 0.
       3. Locks
       4. SQLServer: Access Methods: Page Splits/ sec -> ideally <20% batch requests per second.
       5. SQLServer: General Statistics: Process Block -> no of blocked processes. Ideally, you don’t want to see any blocked processes.
    5. Disk
       1. Disks: Average Disk Sec/ Read -> Less than 8ms is good
       2. Disks: Average Disk Sec/ Write -> Less than 2ms is good
       3. DISK: Read Bytes/ Sec
       4. DISK: Write Bytes/ Sec
       5. For both Current and Avg. Disk Queue Length, 5 or more requests per disk could suggest that the disk subsystem is bottlenecked. if the Avg. Disk Queue Length is greater than 2 per hard disk for a prolonged period of time, it may produce a bottlenecked system.
    6. Network
       1. Network Interface: Network Bytes Received/ sec -> There is no specific threshold value.
       2. Network Interface: Network Bytes Sent/ sec -> There is no specific max old value.
    7. Save Counters for Re-Use
       1. Win+R -> MMC.Exe -> (MS Management Console) -> OK -> File -> Add/ Remove Snap-In -> Perf Monitor -> Add OK
       2. Open performance monitor -> add relevant counters -> Save -> once saved then these counters can be re-used.
       3. Perform Baseline measurement at regular intervals over time

### SQL Profiler

* + 1. Deprecated & no longer supported
    2. Or Trace -> Limit data by columns & use a filter
    3. Only trace the required data and nothing else
    4. Column filter -> AppName, databaseName, NTUserName, SPID, TextData
    5. Use Like Filter
    6. You can import Perfmon Counters with SQL Profiler trace side by side to analyse

### Database Engine Tuning Advisor

* + 1. This can be taxing
    2. Tools -> DataBase Tuning Adviser -> Connect -> WorkLoad=QueryStore -> choose relevant db -> Select table/ or File -> select db for workload -> Tuning options -> Indexes -> advanced options -> Session Name Demo -> Start Analysis -> Estimated Improvements = 52% -> Definition=T-SQL script
    3. Best to create indexes for the largest tables
    4. Action -> Apply recommendations -> Save recommendations to a file

### SQL Server Default Trace

* + 1. SQL Server provides a [Default Trace](https://www.mssqltips.com/sqlservertip/1739/using-the-default-trace-in-sql-server-2005-and-sql-server-2008/) of 34 selected events that can be accessed via tools like [SQL Profiler](https://www.mssqltips.com/sql-server-tip-category/83/profiler-and-trace/) or directly via T-SQL. The SQL Server **Default Trace** is enabled by default.

-- List all traces in the server

SELECT \* FROM sys.traces

-- List all default traces

SELECT \* FROM sys.traces WHERE is\_default = 1

-- You can add more events and check the complete list

DECLARE @id INT

SELECT @id=id FROM sys.traces WHERE is\_default = 1

SELECT DISTINCT eventid, name

FROM fn\_trace\_geteventinfo(@id) EI

JOIN sys.trace\_events TE

ON EI.eventid = TE.trace\_event\_id

-- Get all the events that have been captured and their occurrence

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT TE.name AS EventName, DT.DatabaseName, DT.ApplicationName,

DT.LoginName, COUNT(\*) AS Quantity

FROM dbo.fn\_trace\_gettable (@path, DEFAULT) DT

INNER JOIN sys.trace\_events TE

ON DT.EventClass = TE.trace\_event\_id

GROUP BY TE.name , DT.DatabaseName , DT.ApplicationName, DT.LoginName

ORDER BY TE.name, DT.DatabaseName , DT.ApplicationName, DT.LoginName

-- Data & Log File Auto Grow information

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT DatabaseName, [FileName],

CASE EventClass WHEN 92 THEN 'Data File Auto Grow'

WHEN 93 THEN 'Log File Auto Grow'END AS EventClass,

Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (92,93)

ORDER BY StartTime DESC

--Database: Data & Log File Shrink

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT TextData, Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (116) AND TextData like 'DBCC%SHRINK%'

ORDER BY StartTime DESC

--Security Audit: Audit DBCC CHECKDB, DBCC CHECKTABLE, DBCC CHECKCATALOG,

--DBCC CHECKALLOC, DBCC CHECKFILEGROUP Events, and more.

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT TextData, Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (116) AND TextData like 'DBCC%CHECK%'

ORDER BY StartTime DESC

--Security Audit: Audit Backup Event

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT DatabaseName, TextData, Duration, StartTime, EndTime,

SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (115) and EventSubClass=1

ORDER BY StartTime DESC

--Security Audit: Audit Restore Event

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT TextData, Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (115) and EventSubClass=2

ORDER BY StartTime DESC

--Errors and Warnings: Hash Warning

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT TextData, Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (55)

ORDER BY StartTime DESC

--Errors and Warnings: Missing Column Statistics

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT DatabaseName, TextData, Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (79)

ORDER BY StartTime DESC;

--Errors and Warnings: Missing Join Predicate

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT DatabaseName,TextData, Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (80)

ORDER BY StartTime DESC

--Errors and Warnings: Sort Warnings

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT DatabaseName, TextData, Duration, StartTime, EndTime,

SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (69)

ORDER BY StartTime DESC

--Errors and Warnings: we can read more details directly from the [SQL Server Error Log](https://www.mssqltips.com/sqlservertip/1476/reading-the-sql-server-log-files-using-tsql/), but some events can also be queried from the Default Trace.

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT TextData, Duration, StartTime, EndTime, SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (22)

ORDER BY StartTime DESC

--Auto Stats, Indicates an automatic updating of index statistics has occurred.

DECLARE @path NVARCHAR(260)

SELECT @path=path FROM sys.traces WHERE is\_default = 1

SELECT TextData, ObjectID, ObjectName, IndexID, Duration, StartTime, EndTime,

SPID, ApplicationName, LoginName

FROM sys.fn\_trace\_gettable(@path, DEFAULT)

WHERE EventClass IN (58)

ORDER BY StartTime DESC

### Activity Monitor

* + 1. Use the Activity Monitor Session in Microsoft SQL Management Studio. Activity Monitor displays information about SQL Server processes and how it affects the current instance of SQL Server. Also use to analyse schema locking issues, plan cache memory pressure, backup I/O problems.
    2. KILL Process\_ID → all the work that the transaction has done will be rolled back. The database must be put back in the state it was in, before the transaction started.
    3. SP\_WHO2, Activity Monitor, SQL Server Profiler, dbcc inputbuffer(spid)
    4. You should use the sys.database\_connection\_stats DMV to count the number of successful and failed connections.
    5. sys.dm\_db\_index\_physical\_stats DMF (Dynamic Management Function) to check the overall status of indexes in a database. See fragmentation section for usage

### DMVs

* + 1. There are many DMV & DMF with each version of SQL Server, more is being added
    2. Provides info on Performance, Indexes, Wait Stats, SQL Counters, Resource Usage & More
    3. Two groups -> Server or Database scope
    4. sys.dm\_db\_index\_usage\_stats DMV is used to review the use of indexes to resolve queries.

--To get a list of all DMO’s execute the following:

SELECT name, type\_desc FROM sys.system\_objects WHERE name like ‘dm\_%’

--lists all connection

SELECT \* FROM sys.dm\_exec\_connection

--lists all sessions

SELECT session\_id, login\_time, host\_name, program\_name, login\_name, nt\_user\_name FROM sys.dm\_exec\_session Order BY 5

--Find average CPU Time:

SELECT TOP 10 total\_worker\_time/ execution\_count AS [avg cpu time], SUBSTRING(st.text,(qs.statement\_start\_offset/2)+1, ((CASE qs.statement\_end\_offset WHEN -1 THEN datalength(st.text) ELSE qs.statement\_end\_offset END qs.statement\_start\_offset)/2)+1 AS Statement\_text FROM sys.dm\_exec\_query\_stats AS qs CROSS APPLY sys.dm\_exec\_sql\_text (qs.sql\_handle) AS st ORDER BY total\_worker\_time/ execution\_count DESC

--- sys.dm\_tran\_locks → view all current locks, resources, mode

Select \* from sys.dm\_tran\_locks WHERE resources\_database\_id=(‘dbname’)

Select object\_name(object\_id) as Resource, object\_id, hobt\_id From sys.partitions

SELECT \* from sys.dm\_tran\_locks as t1 Inner Join sys.dm\_os\_waiting\_tasks as t2 ON t1.lock\_owner\_address = t2.resource\_address;

---- sys.dm\_os\_waiting\_tasks → which tasks are waiting for resources

Select \* From sys.dm\_os\_waite\_stats WHERE waite\_type LIKE ‘LCK%’

DBCC SQLPERF (N’sys.dm\_os\_wait\_stats’,Clear)

* + 1. Dynamic Management Objects → clears info when SQL Server restarts
       1. sys.dm\_db\_index\_usage\_stats → renew index usage
       2. sys.dm\_db\_index\_physical\_stats →status of indexes → see fragmentation section for details
       3. sys.dm\_db\_missing\_index\_details →
       4. sys.dm\_db\_missing\_index\_group →
       5. sys.dm\_db\_missing\_index\_group \_stats →
       6. Find unused indexes → P277
       7. Find indexes that are maintained but never used → p278
       8. sys.indexes, sys.partition, sys.objects, sys.tables, sys.schemas, sys.index\_columns, sys.columns
    2. Performance & wait Stats
       1. SELECT \* FROM sys.dm\_os\_wait\_stats,
       2. SELECT \* FROM sys.dm\_os\_performance\_counters,
       3. SELECT \* FROM sys.dm\_os\_waiting\_tasks
       4. SELECT \* FROM sys.dm\_os\_schedulers
    3. I/O
       1. sys.dm\_io\_virtual\_file\_stats,
       2. sys.dm\_io\_pending\_io\_requests
    4. Transactions
       1. sys.dm\_tran\_lock
       2. sys.dm\_db\_index\_operational\_stats
       3. sys.dm\_db\_index\_usage\_stats
    5. SPID Activity & SQL Statements
       1. SELECT \* FROM sys.dm\_os\_exec\_requests
       2. SELECT \* FROM sys.dm\_exec\_requests
       3. sys.dm\_exec\_query\_stats
       4. sys.dm\_exec{procedure | trigger}\_stats
       5. sys.dm\_exec\_session\_wait\_stats
    6. Capture query plans
       1. sys.dm\_exec\_cached\_plans
       2. sys.dm\_exec\_sql\_text
       3. sys.dm\_exec\_query\_plan
    7. Other DMO
       1. sys.dm\_exec\_\*
       2. sys.dm\_os\_\*
       3. sys.dm\_tran\_\*
       4. sys.dm\_io\_\*
       5. sys.dm\_db\_\*
       6. sys.database\_connection\_stats → login failures
       7. sys.dm\_db\_resource\_stats → expensive queries
       8. sys.dm\_tran\_locks → discover blocked queries
       9. sys.event\_log → 30 days of database

## ISOLATION

* + 1. access to transactions, type of lock acquired during read, duration of lock, blocking transactions to resources with exclusive lock
    2. specify how read operations should behave when other concurrent transactions are changing database
    3. lowering ISO → increases concurrency but also increases risk of dirty reads
    4. raising ISO → minimize concurrency problems but transactions will block one another & performance will suffer
    5. Pessimistic ISO uses blocking, relies on locks
    6. Optimistic ISO uses snapshot, enables higher concurrency
    7. Default isolation is -> READ COMMITTED
    8. SNAPSHOT – OPTIMISTIC -> Allows Read & Write to run concurrently without blocking one another
       1. memory & space required
       2. No Locks used for read operations
       3. Cannot be used for distributed transactions

--- To check database information including Isolation level

DBCC useroptions

--- To change isolation level to SNAPSHOT

ALTER DATABASE db1

SET ALLOW\_SNAPSHOT\_ISOLATION ON;

SET TRANSACTION ISOLATION LEVEL SNAPSHOT

## Stored Procedures: Interpreted Vs CLR Vs Natively Compiled

* + A stored procedure code in SQL can be re-used many times.
  + With relational databases main issues involve around performance such as latching/locking, disk I/O, interpreting code into CPU. Most of these issues can be resolved by taking advantage of CLS & newly introduced natively compiled SPs. They execute direct from memory.
  + In-Memory OLTP is claimed to have the ability to improve performance by 20% or more, depending on workload, data, transaction type and hardware used.
  + There are three types of Stored Procedures that can be created to implement business logics against SQL Server databases. These are:
    1. Interpreted/ Standard Stored Procedure
    2. CLR/ Extended
    3. Natively compiled

### Interpreted/ Standard Stored Procedure

* + 1. Uses Transact-SQL scripts, self-contained logic → Compiled first time when executed -> Execution plan created in Cache -> Subsequent re-execution done from Cache
    2. It accesses both disk-based and memory-optimized table.
    3. Support ENCRYPTION option to encrypt the data.
    4. Support OUTPUT parameter in the procedure definition.
    5. Performance of the database improved by reducing the network traffic.

CREATE PROCEDURE procedure\_name

AS

sql\_statement

GO;

EXEC procedure\_name;

### CLR/ Extended Stored Procedure

* + 1. CLR integration includes stored procedures, triggers, user-defined types, user-defined functions, and user-defined aggregate functions.
    2. CLR Stored Procedures are managed codes to ensure type safety, memory management etc.
    3. Object oriented programming capability -> encapsulation, polymorphism & inheritance.
    4. Can be written in C#, VB or any other .NET Framework supported language.
    5. When functionality is CPU intensive, CLR Stored Procedures give better results as they are pre-compiled into a DLL which executes from memory of the database.
    6. Drawbacks:
       1. They should not be used to execute simple queries. In that case, standard stored procedures give better results.
       2. Deployment may be difficult in some scenarios.
       3. Maintenance of standard SP is much easier
       4. No real change since 2012, it may be deprecated in favor of Python & R languages according to the following website:

<https://sqlquantumleap.com/2018/08/09/sqlclr-vs-sql-server-2017-part-8-is-sqlclr-deprecated-in-favor-of-python-or-r-sp_execute_external_script/>

* + - 1. CLR Integration vs. Extended Stored Procedures.

<https://www.careerride.com/sqlserver-clr-integration-vs-extended-stored-procedures.aspx>

|  |  |
| --- | --- |
| **CLR Integration** | **Extended Stored Procedures** |
| Memory management, threads scheduling, and synchronization services are deeply integrated between managed code of CLR and SQL Server. | They are built to perform functionality which is not possible with T-SQL stored procedures. |
| Do not compromise integrity of SQL Server process as it is managed type safe code. | Compromise integrity of SQL Server process |
| Not supported by older versions of SQL Server | Supported by older versions of SQL Server |
| Can be written using any .NET compliant language. | Can be only written using c/c++ |
| Slower performance | Faster performance |

---Creating a CLR Stored Procedure:

--- From VS2015 -> File -> New project -> SQL Server -> Provide Project name -> OK

---Right Click project -> Add->New Item-> SQL CLR C# -> User Defined Function

---Build the following solution and note the location of DLL

using System;

using System.Data;

using System.Data.SqlClient;

using System.Data.SqlTypes;

using Microsoft.SqlServer.Server;

public partial class StoredProcedures

{

///

/// Prints a Message

///

[Microsoft.SqlServer.Server.SqlProcedure]

public static void myTestStoredProcedure()

{

//Simple proc

SqlPipe objSqlPipe = SqlContext.Pipe;

objSqlPipe.Send("Hi! I am simple CLR PROC");

}

///

/// Proc to Show Rows of [EmployeeDB]..[Roles] table

///

[Microsoft.SqlServer.Server.SqlProcedure]

public static void spGetRolesList()

{

//It returns rows from Roles table

SqlConnection conn = new SqlConnection();

conn.ConnectionString = "Context Connection=true";

SqlCommand cmd = new SqlCommand();

cmd.Connection = conn;

cmd.CommandText = @

"Select \* from [dbo].[Roles] Order By HireDate";

conn.Open();

SqlDataReader sqldr = cmd.ExecuteReader();

SqlContext.Pipe.Send(sqldr);

sqldr.Close();

conn.Close();

}

///

/// It shows rows from Employee table on basis of supplied age

///

/// a specified age

[Microsoft.SqlServer.Server.SqlProcedure]

public static void spGetEmployeeList(Int32 intAge)

{

//It returns rows from Employee table on basis of supplied age

SqlConnection conn = new SqlConnection();

conn.ConnectionString = "Context Connection=true";

SqlCommand cmd = new SqlCommand();

cmd.Connection = conn;

conn.Open();

cmd.CommandText = "Select \* from [dbo].[Employees] Where Age >=@intAge Order By Age";

SqlParameter paramAge = new SqlParameter();

paramAge.Value = intAge;

paramAge.Direction = ParameterDirection.Input;

paramAge.DbType = DbType.Int32;

paramAge.ParameterName = "@intAge";

cmd.Parameters.Add(paramAge);

SqlDataReader sqldr = cmd.ExecuteReader();

SqlContext.Pipe.Send(sqldr);

sqldr.Close();

conn.Close();

}

};

---Within SQL Server -> Select the DB -> perform the following:

sp\_configure 'clr enabled', 1

CREATE ASSEMBLY AssemblyName

FROM ‘C:\temp\ AssemblyName.dll

WITH PERMISSION\_SET = SAFE

GO

CREATE PROCEDURE usp\_AssemblyName AS

EXTERNAL NAME AssemblyName.ClassWithinAssembly.MethodName

EXEC usp\_NameOfClas

### Natively compiled stored procedures

* + 1. Natively compiled stored procedures contain Transact-SQL compiled to native code.
    2. Only used for Memory Optimized tables they cannot access disk based table
    3. When a database or server is brought online, natively compiled SP must be recompiled
    4. Transact-SQL stored procedures compiled to machine code, rather than interpreted by the query execution engine. First translated into C code, and then into machine language. Therefore, execution and access to data is faster and more efficient.
    5. Natively compiled stored procedures are recompiled on first execution of the procedure if the server is restarted.
    6. The machine language version of the code is stored as a dynamic link library (DLL) in the default data directory for your SQL Server instance.
    7. The query execution plan for a natively compiled stored procedure can be retrieved using **Estimated Execution Plan** in Management Studio

SET SHOWPLAN\_XML ON

GO

EXEC dbo.usp\_myproc

GO

SET SHOWPLAN\_XML OFF

GO

* + 1. When a table or stored procedure is compiled to a DLL, this DLL is immediately loaded into memory and linked to the sqlserver.exe process. A DLL cannot be modified while it is linked to a process.
    2. DLL files will not be included in any backups. DLL Files will be deleted automatically if the stored procedure or the in-memory table it uses is deleted.
    3. After a backup, all required DDLs will be created by SQL Server.
    4. Following requirements for Creating a natively compiled stored procedure:
       1. NATIVE\_COMPILATION – natively compiled.
       2. SCHEMABINDING –we cannot alter any objects referenced by the pre-compiled stored procedure without first dropping the stored procedure.
       3. BEGIN ATOMIC –This ensures that the entire stored procedure will execute within its own discrete transaction.
       4. TRANSACTION ISOLATION LEVEL = SNAPSHOT – in-memory OLTP engine only supports SNAPSHOT.
       5. LANGUAGE – must specify the language.

-- Create natively compiled stored procedure

CREATE PROCEDURE Examples.OrderInsert\_NC

@OrderID INT,

@CustomerCode NVARCHAR(10)

WITH NATIVE\_COMPILATION, SCHEMABINDING

AS

BEGIN ATOMIC

WITH (TRANSACTION ISOLATION LEVEL = SNAPSHOT, LANGUAGE = N'English')

DECLARE @OrderDate DATETIME = getdate();

INSERT INTO Examples.Order\_IM (OrderId, OrderDate, CustomerCode)

VALUES (@OrderID, @OrderDate, @CustomerCode);

END;

GO

* + 1. Beginning with SQL Server 2017 (14.x),
       1. CASE statements are now supported
    2. Beginning with SQL Server 2016 (13.x), the following are now supported:
       1. DISTINCT operator, UNION and UNION ALL
       2. LEFT OUTER JOIN, RIGHT OUTER JOIN, CROSS JOIN and INNER JOIN.
       3. Subqueries
       4. WHERE clause with OR/NOT/IN/EXISTS
       5. Aggregate functions AVG, COUNT, COUNT\_BIG, MIN, MAX, and SUM.
       6. In SQL Server 2016 & 2017 it now offers improved memory management and supports foreign keys, check and unique constraints, and parallelism
       7. Supports 2TB of durable tables (2014 -> 256GB)
       8. LOBs with large row size for a memory-optimized table
       9. OUTPUT clause in natively compiled stored procedures
       10. Reduced downtime during upgrade

See this website for details: https://blog.the3i.com/introduction-to-sql-server-in-memory-oltp-and-its-implementation

* + 1. Still not supported:
       1. tempdb -> You cannot create or access temporary tables, table variables, or table-valued functions in tempdb. You can create a non-durable memory-optimized table.
       2. Cursors, CASE, SELECT INTO -> use INSERT INTO <table> SELECT
       3. EXISTS, FROM clause or subqueries in an UPDATE statement
       4. MERGE, OUTER JOIN which includes LEFT JOINs
       5. ALTER PROCEDURE is not allowed
       6. INTO, INTERSECT, EXCEPT, APPLY, PIVOT, UNPIVOT, IN, LIKE, UNION, DISTINCT, PERCENT, WITH TIES, UDFs, WITH RECOMPILE, and views.
       7. MIN and MAX are not supported for types nvarchar, char, varchar, varchar, varbinary, and binary
       8. DISTINCT in aggregates or in the ORDER BY clause.
       9. The following link includes the complete list: <https://msdn.microsoft.com/en-us/library/dn246937.aspx>.

## SQL Standard Reports

* 1. In SQL Server Management Studio Object Explorer, right-click the SQL Server instance if you want the instance level reports, or the database object node for adequate standards reports
  2. In the context menu, select Reports -> Standard reports -> Select the report from the list
  3. If you have already viewed some of the reports, the most recent ones will be listed below Custom Reports
  4. If you select Custom reports, you’ll be prompted to navigate to the folder where custom reports are saved. These are the .rdl and .rdlc files. If you haven’t created or used any custom reports on this SQL Server instance, the menu will be empty.
  5. Right-click the report and print it or save as an Excel or PDF file
  6. If you’re looking for quick and basic details about SQL Server performance, SQL Server Management Studio standard reports can help. If you want to monitor your servers constantly, be able to select the performance metrics to monitor and configure their thresholds for alerting, keep history for later analysis, this is not the tool. A specialized SQL Server performance monitoring tool is highly recommended in these cases.
  7. Note that some of these reports use more hardware resources and need time to be created and displayed. Therefore, it is recommended to run them during off-peak hours.
  8. Besides the instance-level reports, there is also management-level **Tasks report**. This shows the tasks that are currently executing on your SQL Server instance, this information is useful for performance and blocking troubleshooting. Besides the executed statement, the reports also shows processor time, memory used, pending IO. Blocked and blocking tasks are shown in a separate section.

## Execution plans

* 1. Graphical representation using operators on each query -> Actual, Estimated, Live execution plan -> Graphical, Text, XML plan -> uses query optimizer to decide the most efficient plan based on statistics.
  2. Tool Tip & its meaning:
     1. Estimated operator cost -> % total cost of operation
     2. Estimated CPU cost
     3. Estimated I/O cost
     4. Estimated Row size
     5. Actual and Estimated number of rows
     6. Actual and Estimated execution mode -> whether rows are processed one at a time or in batches
     7. query plan optimization → timeout indicates not optimal
     8. Arrow width → indicates the number of rows affected
     9. Operator cost → locate high cost in %
     10. Operators → Sort or Blocking contribute to performance problems
     11. Warnings → tune your query to optimize environment
     12. Clustered Index Seek → with filter parameter, fastest data retrieval, direct from index. Can only be performed on a clustered or nonclustered index.
     13. A Scan reads an entire structure, which could be a heap, a clustered index, or a nonclustered index.
     14. Types of Operators:
         1. Table scan -> Heap table-> avoid
         2. Clustered index scan -> OK
         3. Clustered index seek -> Good ->
         4. Selectively finds rows in index rather than read all row
         5. Non-Clustered index seek -> Good
         6. Non-Clustered index scan -> OK
         7. Compute Scalar -> as a result of computed column
         8. Filter -> Adding a Where Clause -> helps reduce data set
         9. Sort -> avoid -> need relevant index -> expensive both in memory and on disk -> causes performance issues
         10. Table Joins
             1. Nested Loop

1. smaller table with no index to join large table with index
2. For each record from the **outer input** – find matching rows from the **inner input**.
3. The SQL Server Optimizer choose this operator type when the outer input is small and the inner input has an index on the column(s) by which the two data sets are joined.
4. Having indexes and up-to-date statistics is crucial for this join, because you don’t want SQL Server to accidentally think there’s a small number of rows in one of the inputs when in fact there are a lot.
   * + - 1. Merge Join
5. The optimizer chooses for medium workloads
6. Requires sorted inputs
7. Requires an equality operator
8. The Merge Join simultaneously reads a row from each input and compares them using the join key. If there’s a match, they are returned. Otherwise, the row with the smaller value can be discarded.
9. If the inputs are not both sorted on the join key, the SQL Server Optimizer will most likely not choose the Merge join type and instead prefer the Hash join
   * + - 1. Hash Match
10. not properly sorted, and/or not indexed
11. often negative effective
12. The query optimizer uses hash joins to process large, unsorted, non-indexed inputs efficiently.
13. Because both tables are scanned, the cost of a Hash Join is the sum of both inputs.
14. Higher cost in terms of memory consumption and disk IO utilization.
    * + - 1. Key LookUp -> If not covering index then key lookup (Clustered) Operators → more overhead. A key lookup occurs when data is found in a non-clustered index, but additional data is needed to satisfy the query and therefore a lookup occurs.
          2. RID LookUp -> If query accesses a heap table → RID lookup is used instead. RID lookup have a significant cost associated with them.
          3. SQL Server has two physical operators for implementing aggregations:
15. Stream Aggregate
    1. Is used for scalar aggregates, aggregates that return only a single value, e.g. the SUM, COUNT, AVG, etc.
    2. Very fast because it requires an input that has already been ordered by the columns specified in the GROUP statement.
16. Hash Aggregate 
    1. It’s implemented with the **Hash Match** physical operator.
    2. Works on unsorted data for big tables
    3. Cardinality estimates should produce few groups
    4. Builds a hash table in memory

## Data Collection

* 1. The data collector is integrated with SQL Server Agent and Integration Services, and uses both extensively. Is part of Data Warehouse Management? It provides info on schedule:
     1. Data Usage
     2. Query Statistics
     3. Server Activity
     4. Utility Information
     5. Different data points are collected at different intervals,
     6. Data is used to create Data Management Warehouse Reports
     7. Collected data can be copied to a Central Repository for Global reporting
  2. Configure the management data warehouse on a single instance or multiple instances of SQL Server
     1. Ensure that SQL Server Agent is running.
     2. In Object Explorer, expand the Management node.
     3. Right-click Data Collection, expand Tasks, and then click Configure Management Data Warehouse.
     4. Use the [Configure Management Data Warehouse Wizard](https://docs.microsoft.com/en-us/sql/relational-databases/data-collection/configure-the-management-data-warehouse-sql-server-management-studio?view=sql-server-2017#Wizard) to create a management data warehouse, configure logins, enable data collection, and start the System Data Collection Sets.

## Log Files

* 1. Main Areas to find errors and information messages
     1. database engine errors-> SQL Server error log and Windows Application Event log
     2. Logins/ Logouts errors-> SQL Server error log and Windows Security log
     3. Hardware/ OS errors/ Info -> Windows System Event log
  2. To find the location of SQL Server Error Log file used by the instance of SQL Server
     1. Using SQL Server Configuration Manager
        1. Go to Start > All Programs > Microsoft SQL Server (version) > Configuration Tools > SQL Server Configuration Manager -> In the SQL Server Properties window, click on Advanced Tab and go to Startup Parameters. The SQL Server error log file location will be given after ‘-e’ in the next column of the Startup Parameters.
     2. Using Windows Application Event Viewer
        1. Go to Start > All Programs > Administrative Tools > Server Manager -> Expand Diagnostics > Event Viewer > Windows Logs > Application -> Double-click on event to view the location of SQL Server Error Log
     3. SSMS -> Management -> SQL Logs -> right click on the current log file -> View

1. You can schedule the "DBA - Recycle SQL Server Agent Error Logs" SQL Server Agent Job to run once a week. It becomes easier to open and analyze the SQL Server Agent Error Log file when it is smaller in size
2. It is helpful to recycle old error logs.

----Provides location of SQL Server Agent log files You should now see that the SQLAGENT.OUT

USE MASTER

GO

EXEC msdb..sp\_get\_sqlagent\_properties

GO

EXEC sp\_cycle\_errorlog ; sp\_cycle\_agent\_errorlog

GO

USE master

GO

xp\_readerrorlog 0, 1, N'Logging SQL Server messages in file', NULL, NULL, N'asc'

----- Lists log files associated with Employee database

USE EMPLOYEE

SELECT name, size, max\_size, growth, is\_percent\_growth

FROM sys.database\_files

WHERE type\_desc =’LOG’

---- Returns information about transaction logs for each databases

---- Log size in MB, % of log space used, and status

DBCC SQLPERF(LOGSPACE)

---- Shrink Log file and target size

DBCC SHRINKFILE (Employee\_log, 1);

## Good Table Design

* + 1. Normalize to at least 3rd Normal form -> least redundancy & highest potential performance benefits.
    2. A table can have only one PRIMARY KEY. A column defining the PRIMARY KEY must be defined as NOT NULL. A Primary key constraint is automatically indexed. It creates unique clustered index.
    3. De-Normalize -> only to aid performance
    4. Every table to have at least 1 clustered index
    5. Foreign Key and Primary Key to be indexed
    6. Keep transaction short with simple queries
    7. IDENTITY(1,1) → 1ST being seed, 2nd being step

## Achieving high availability of SQL Server in case of disaster

* + 1. Clustering -> is applied to the entire database server
    2. Mirroring -> applied to the entire database server
    3. Log Shipping-> applied to the entire database server
    4. Replication -> applied to specific database objects
       1. Snapshot
       2. Transactional
       3. Peer to Peer -> no filtering
       4. Merge -> Dynamic filtering

## Summary

* 1. General Good Practices
     1. Separate reporting system from the OLTP
     2. Archive historical data
     3. Partition large tables
     4. Re-boot SQL database server once in a while.
     5. Good queries always specify the required columns by name
     6. OLTP → short transactions & simple queries
     7. Explicit → Begin...End → all commits or non-commits -> better performance
     8. SET NOCOUNT ON -> This can reduce network traffic, because your client will not receive the message indicating the number of rows affected by a Transact-SQL statement.
     9. Log file to investigate issues with application system-> Win App event log, SQL Server Error log & Agent Log
     10. The WITH (TABLOCK) allows to run insert statement in parallel. This reduce concurrency because it will immediately take the table lock on the destination table. So this hint will insert data quickly.
     11. Review the hardware to validate it, is it sufficient to meet the needs of the business.
     12. Review the database design for primary keys, foreign keys, correct data types, reasonable usage of NULL, etc.
     13. Validate that the system is not overloaded or taxed from a design perspective.
     14. Review the current indexes to ensure they are effectively utilized
         1. Clustered indexes
         2. Non clustered indexes
         3. Columnstore indexes
         4. Covering Indexes
         5. Filtered Indexes
         6. Unused Indexes
         7. Missing Indexes
     15. Capture and analyze the most expensive queries to improve.
         1. If possible remove LIKE statements, remove functions in the WHERE clause, remove temp table usage, etc.
         2. Once the indexes have been finalized, deploy them and continue to monitor the performance for no unexpected results.
     16. Make use of In-Memory technologies where possible
  2. Avoid
     1. Use of varchar(max)
     2. Select \* from tables
     3. GUID → 16 BYTES →36 CHAR -. increases page splits
     4. Avoid using functions in where clause because of IO overhead. WHERE CAST(gTime AS DATE) = @sdate; → cast stripes timestamp
        1. However every for gTime will be converted & checked. Index on gTime will not be used.
        2. Better to use WHERE gTime >= @sdate AND gTime < DateAdd(Day, 1, @sdate)
        3. When data types don’t match →implicit conversion performed → however index not used
     5. Shrinking the log file will reduce the physical log file size. Shrinking the log file is not best practice until you don’t have any other option.
        1. After the DBCC SHRINKFILE, use ALTER INDEX REORGANIZE to reduce the index fragmentation without growing the data file(s) again. Simply using REORGANIZE rather than REBUILD avoids the vicious circle of shrinking and growing.
        2. If you absolutely have no choice but to run data file shrink operation, be aware that you’re going to cause index fragmentation. The only way to remove index fragmentation without causing data file growth again is to use *DBCC INDEXDEFRAG* or *ALTER INDEX … REORGANIZE*. These commands only require a single 8KB page of extra space, instead of needing to build a whole new index in the case of an index rebuild operation (which will likely cause the file to grow).

## SSIS

### Balance Data Distributor

* 1. Balance Data Distributor transformer → divides process in half → 50/50 processing

### Parallel Processing

* 1. Parallel processing → Check cpu in Device manager → no of processors (4)+ 2
     1. Check properties of package → by right click in package space → MaxConcurrentExecutable = -1 → means, it will use total no of processors + 2

### Conditional Split

* 1. Conditional split is used to route data rows to different outputs based on conditions. This is similar to CASE statement in programming languages.
  2. Output 1
  3. SUBSTRING(FirstName,1,1) == "A"
  4. Output 2
  5. SUBSTRING(FirstName,1,1) == "B"

### Cache Transform

* 1. Cache transform in SSIS. The "Cache Transform" transformation creates a reference dataset for the Lookup Transformation that will be used in cache, without writing onto disk. It writes data from a data source in the data flow to a Cache connection manager
  2. Cache Transformation in [SSIS](https://www.tutorialgateway.org/ssis/) is used to read data from wide variety of sources such as flat files, Excel sheets and ADO.NET data sources and save data from those data sources in .caw file.

### Merge

* 1. Merge Transformation in [SSIS](https://www.tutorialgateway.org/ssis/) is used to merge two inputs (such as tables or files) and produce one output. Merge Transformation is very useful when we want to merge the error path data (after handling the errors) and normal data. This SSIS Merge transformation uses key column values to insert the data into destination columns.

### Merge Join

* 1. The difference is that with Merge join transformation you can support two inputs from two different data source, for example one from flat file and another from oracle DB, but with join in t-sql you can only join from one data source. The Merge transformation is similar to the Union All transformations
  2. The Merge Join transformation lets us join data from more than one data source, such as relational databases or text files, into a single data flow that can then be inserted into a destination such as a SQL Server database table, Excel spreadsheet, text file, or other destination type. The Merge Join transformation is similar to performing a join in a Transact-SQL statement. However, by using SSIS, you can pull data from different source types. In addition, much of the work is performed in-memory, which can benefit performance under certain condition.

### MultiCast

1. In nutshell, a Multicast transformation is used to create/distribute exact copies of the source dataset to one or more destination datasets.

### OLEDB command

1. That being said, OLE DB, for most cases will have better performance than ADO.NET. This is due to ADO.NET being a managed façade, and providing more abstraction with a little more performance overhead.
2. OLE DB has better performance, and because the nifty 3rd upsert task is built on ADO.NET, I won't be using it nor recommending it for use in anything other than a small to mid-size company with small MB incremental loads.
3. The difference between the ADO NET source and ADO NET Destinations when compared to the OLE DB Source and OLE DB Destinations is significant. It was just over 8 x faster.
4. It was interesting to note, that the network card throughput was almost 10 x faster when changing from the ADO NET to OLE DB.
5. Now what sometimes makes the source query faster is using the TSQL Hint: Option (Fast 10000)
6. NOTE: This sometimes makes the query faster, and other times it can also slow the query down. So test first.

Select RowID,DateAdded

Fromdbo.tb\_TableNamewith (nolock)

Option (Fast 10000)

1. The final part is to configure the OLE DB Destination in the data flow task.
2. Double click or right click on the OLE DB Destination and go into the Properties.
3. Then ensure that you have configured with the following as shown below:
4. i.      [![clip_image010[11]](data:image/jpeg;base64,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)](http://gqbi.files.wordpress.com/2013/06/clip_image01011.jpg)
5. NOTE: that the Maximum insert commit size is set to zero.
6. You must ensure that you have enough memory in order to only commit the entire transaction once.
7. If you do NOT have enough memory, when SSIS tries to commit the transaction, it will then fail.
8. If this happens to you, then configure the Maximum insert commit size, to accommodate your memory allocation.

### Archiving Old data

* 1. Archiving → old data, not required for reporting reduces the volume of data which will increase performance.

### Avoid Implicit Data Conversion

* 1. By default source data type is string, this should be corrected to relevant data type instead to avoid implicit data conversion
  2. Avoid data conversion components in order to improve performance

### SCD

* 1. Stands for slowly changing dimension. Used to track master data table values as they rarely change.
  2. Fixed -> no change
  3. Changing -> column value that can change
  4. Historical -> retain old record as well as the new changed records
  5. Type 1 -> tracks only column changes -> No audit
  6. Type 2 -> Keeps history of changes -> There is audit

### Avoid using sort component

* 1. Avoid using sort component as they are overhead. Perform sort at source where possible

### Create cubes for reporting to improve performance

* 1. SSAS improve performance in Analysis calculation by performing calculation and stores them in a cube. This then can be access by various reporting tools.
  2. Cube contains pre-calculation. Centre of the cube contains the numbers/ measures, the sides will provide the dimensions.

### Choosing transaction

* 1. Supported transaction is enabled by default in SSIS.

### CDC is much faster than SCD

* 1. CDC performs incremental changes
  2. SCD provides history tracking
  3. CDC initially does a full load, there after it performs incremental load
  4. Change Data Capture CDC → which records to be extracted. Tracks table changes
     1. Add create/ last update fields
     2. Add flag fields to extracted record
     3. Enable CDC 1st for DB then for individual tables
     4. exec sys.sp\_cdc\_enable\_db
     5. Available for Enterprise or Developer 2016 only
     6. A change table is created for every enabled table
     7. cdc.schemaname\_tablename\_ct
     8. validity interval → sys.sp\_cdc\_enable\_db → removed old changes
  5. used to update master data -> avoid for frequent and large data changes

### Buffer size tuning

* 1. Ensure logging mode is enabled
  2. Optimized=true
  3. On property of Data Flow Task -> set max row & buffer size
  4. You should have a SSIS buffer calculation policy

### Three types of components to aid performance?

* 1. Blocking -> When primeoutput filling event appears in the log file then it will mean it is blocking or a semi blocking component as used some time for it to appear in the log file.
  2. Semi Blocking -> Merge, Merge join & Union all semi-blocking
  3. Non-Blocking

### Synchronous, Asynchronous, Full Blocking, Semi Blocking, non Blocking

* 1. Synchronous components use existing buffers
  2. Asynchronous create new buffers -> Asynchronous components create their own begin end sections

### Implementing multithreading

* 1. From Control flow need to set
  2. MaxConcurrentExecuteable =-1 -> no of processes+2
  3. RunInOptimizedMode=true
  4. From DataFlow = EngineThread number
  5. If 10 DFT each having 5 source & destination paths-> make them run in parallel

### Partitioning

* 1. Helps to separate data into several groups. Then each partitioned data can be retrieved and processed in parallel to increase performance.
  2. How to do SQL Server data partitioning:

CREATE PARTITION FUNCTION [MyFivePartition] (int)

AS RANGE LEFT

FOR VALUES (86747, 173494, 260241, 346988, 433735)

CREATE PARTITION SCHEME [psSample]

AS PARTITION [MyFivePartition]

TO ([PRIMARY],[PRIMARY],[PRIMARY],[PRIMARY],[PRIMARY])

ALTER TABLE [dbo].[TestTable]

ADD CONSTRAINT id

PRIMARY KEY CLUSTERED(id)

ON psSample(id)

* 1. Partitioning the source data and reading & processing each partition data under separate data flow tasks
  2. Conditional splitter
  3. SSIS threading enabled
  4. Range select source and then parallel processing
  5. How to select a particular partition from SQL Server?

SELECT count(\*) from [dbo].[TestTable]

WHERE $PARTITION.[MyFivePartition](id) = 1;

* 1. Partition on year date column (15000 partitions are possible). Pointers refer to the fact table (Not done for query performance, OK for ETL, partition can allow different storage & each partition can be on a separate file group, SAND is optimum storage device)

### Page split performance issues with SSIS

* 1. Page split happens only with clustered index. Sometimes it is better to separate clustered index instead and the primary key. Page split causes performance issues. Usually, developers drop indexes before performing a bulk insert and then re-attach indexes after within the control flow using SQL Execute Task. For this process it is better to use a separate column as clustered index rather than the primary key.
  2. Can page split happen for non-clustered indexes? No
  3. Page split per second help us to know page split issues
  4. We need to drop indexes and recreate them after a major bulk data import

### Cube Sub Aggregation

* 1. The cube contains one main aggregation which could be very slow as it contains all aggregations. Therefore, when creating various smaller sub aggregations, when queries use these they execute much faster.

### What are the different caching modes in Lookup

* 1. Full, loads all data first time and then always goes to the cache for subsequent lookups
  2. Partial updates cache for every lookup it performs
  3. no cache -> No cache always goes to SQL database

### Create Statistics Stat1

* 1. Create Statistics Stat1 onSales.Order (OrderDate) WITH SAMPLE 5 PERCENT
  2. Update Stats → Query optimizer relies on this to estimate how many rows to return. Out of date stats will make its decision making process inaccurate. SQL Server by default will only update stats when 500 rows or 20% of the records have changed.
  3. Filtered index → Helps Sql server to estimate more accurately
  4. Statistic on non index column, take less space of 8kb,

update statistics tab73 with fullscan

create statistics stats\_c1\_where\_c2\_closed on tab73 (c1) where c2 = 'closed'

* 1. specifically useful when joining fact tables with dimension tables

### Improving Bulk Insert performance

* 1. Break files into smaller pieces & run multiple BCP commands in parallel
  2. Source files to be sorted in the same order as the clustered index on the target table and use the ORDER option
  3. Drop any non-clustered indexes from the table before load

### Cube Architecture

* 1. OLAP Architecture
     1. Relational OLAP → Cube structures
     2. Preprocessed aggregates data (Relational Storage)
     3. Slower than Multidimensional storage
     4. Ideal for large volumes of data
     5. Poor query performance as aggregation performed on the fly
  2. Multidimensional OLAP → Cube structure & Preprocessed aggregation
     1. Performance better
  3. Hybrid OLAP → Data sources & Data Source Views,
     1. Proactive cache → Multidimensional & Preprocessed aggregation storage
     2. Combines advantages of ROLAP & MOLAP

## Index A: Useful Link

* 1. <https://www.microsoftpressstore.com/articles/article.aspx?p=2756486&seqNum=4>
  2. <https://msdn.microsoft.com/library/dn673538.aspx>.
  3. [*https://msdn.microsoft.com/en-us/library/bb510411.aspx#InMemory*](https://msdn.microsoft.com/en-us/library/bb510411.aspx#InMemory).
  4. <https://sqlquantumleap.com/2018/08/09/sqlclr-vs-sql-server-2017-part-8-is-sqlclr-deprecated-in-favor-of-python-or-r-sp_execute_external_script/>
  5. <https://blog.the3i.com/introduction-to-sql-server-in-memory-oltp-and-its-implementation>
  6. <https://www.sqlshack.com/sql-server-buffer-pool-action/> -> Buffer pool Extension
  7. <https://docs.microsoft.com/en-us/sql/database-engine/configure-windows/optimize-for-ad-hoc-workloads-server-configuration-option?view=sql-server-2017> -> Optimize for Ad-hoc Workload
  8. <https://docs.microsoft.com/en-us/sql/relational-databases/automatic-tuning/automatic-tuning?view=sql-server-2017> -> Automatic Plan Correction
  9. <https://www.red-gate.com/simple-talk/sql/t-sql-programming/converting-database-memory-oltp/> -> Converting to In-Memory Tables
  10. <https://sqlwithmanoj.com/tag/in-memory-tables/> -> Removed limitations in SQL Server 2017.

## DBCCs (Database Console Commands)

* 1. DBCC ShowContig (TableName); -> shows table stats info
  2. DBCC Show\_statistics (table\_name, Statistics Name)
  3. DBCC FREEPROCCACHE; -> do not do this in production
  4. DBCC DROP CLEANBUFFERS → Clears cache
  5. Do not shrink data file just shrink log files
  6. dbcc @@opentran()
  7. DBCC Shrinkdatabase(DBName, size) → cannot shrink database lower than its original size
  8. DBCC Shrinkfile(DBName, size) → shrink files lower than their original size
  9. DBCC OpenTran → shows oldest active transaction
  10. dbcc inputbuffer(spid) -> — Will give you the Event Info
  11. *DBCC INDEXDEFRAG*
  12. DBCC SHRINKFILE (DBName, TrucateOnly) → After archiving old data run this
  13. DBCC CHECKDB -> to check for corruption and to do repair
  14. DBCC CHECKDB(DB1) WITH EXTENDED\_LOGICAL\_CHECKS
  15. DBCC LOGINFO
  16. DBCC LOGSTATUS
  17. DBCC SQLPERF(“sys.dm\_os\_wait\_stats”, CLEAR) -> clearing existing wait stats
  18. DBCC LOGSTATUS
  19. DBCC SQLPERF(LOGSPACE) -> Provides transaction log info for each database
  20. DBCC TRACEON/OFF (1204, 1222, -1) -> turning deadlock trace on or off for all sessions
  21. DBCC TRACEON (3604) -> to view used pages
  22. DBCC IND ('DB\_Name',table\_name,-1)
  23. DBCC page('DB\_Name',1,page\_id,1) -> identifying objects involved in page locks
  24. DBCC useroptions -> To Check database information including Isolation level
  25. DBCC lock(StallReportThreshold,200) – To identify statements that wait for certain lock times

## Index B: Useful System Stored Procedures

* 1. Sp\_who/2,
  2. Sp\_who2 ‘Active’
  3. sp\_monitor
  4. sp\_spaceused
  5. exec sp\_helpindex 'tablename'
  6. Exec Sp\_helpfile -> current size & location
  7. sp\_configure setting (‘Cost Threshold For Parallelism’ and ‘Max degree of Paralleism’)
  8. sp\_flush\_log → manual request
  9. Exec sp\_readerrorlog
  10. EXEC sp\_lock spid
  11. sp\_configure ‘max server memory (MB)’,<Memory in MB>

## Index C: Useful SQLs

* 1. ----List the size of each tables

USE AdventureWorks2017 -- replace your dbname

GO

SELECT

s.Name AS SchemaName,

t.Name AS TableName,

p.rows AS RowCounts,

CAST(ROUND((SUM(a.used\_pages) / 128.00), 2) AS NUMERIC(36, 2)) AS Used\_MB,

CAST(ROUND((SUM(a.total\_pages) - SUM(a.used\_pages)) / 128.00, 2) AS NUMERIC(36, 2)) AS Unused\_MB,

CAST(ROUND((SUM(a.total\_pages) / 128.00), 2) AS NUMERIC(36, 2)) AS Total\_MB

FROM sys.tables t

INNER JOIN sys.indexes i ON t.OBJECT\_ID = i.object\_id

INNER JOIN sys.partitions p ON i.object\_id = p.OBJECT\_ID AND i.index\_id = p.index\_id

INNER JOIN sys.allocation\_units a ON p.partition\_id = a.container\_id

INNER JOIN sys.schemas s ON t.schema\_id = s.schema\_id

GROUP BY t.Name, s.Name, p.Rows

ORDER BY s.Name, t.Name

GO

* 1. --Find all blocking processes

SELECT

[s\_tst].[session\_id],

[s\_es].[login\_name] AS [Login Name],

DB\_NAME (s\_tdt.database\_id) AS [Database],

[s\_tdt].[database\_transaction\_begin\_time] AS [Begin Time],

[s\_tdt].[database\_transaction\_log\_bytes\_used] AS [Log Bytes],

[s\_tdt].[database\_transaction\_log\_bytes\_reserved] AS [Log Rsvd],

[s\_est].text AS [Last T-SQL Text],

[s\_eqp].[query\_plan] AS [Last Plan]

FROM

sys.dm\_tran\_database\_transactions [s\_tdt]

JOIN

sys.dm\_tran\_session\_transactions [s\_tst]

ON

[s\_tst].[transaction\_id] = [s\_tdt].[transaction\_id]

JOIN

sys.[dm\_exec\_sessions] [s\_es]

ON

[s\_es].[session\_id] = [s\_tst].[session\_id]

JOIN

sys.dm\_exec\_connections [s\_ec]

ON

[s\_ec].[session\_id] = [s\_tst].[session\_id]

LEFT OUTER JOIN

sys.dm\_exec\_requests [s\_er]

ON

[s\_er].[session\_id] = [s\_tst].[session\_id]

CROSS APPLY

sys.dm\_exec\_sql\_text ([s\_ec].[most\_recent\_sql\_handle]) AS [s\_est]

OUTER APPLY

sys.dm\_exec\_query\_plan ([s\_er].[plan\_handle]) AS [s\_eqp]

ORDER BY

[Begin Time] ASC;

GO

* 1. To find missing indexes use the following DMVs:

SELECT

(user\_seeks + user\_scans) \* avg\_total\_user\_cost \* (avg\_user\_impact \* 0.01) AS IndexImprovement,

id.statement,

id.equality\_columns,

id.inequality\_columns

From sys.dm\_db\_missing\_index\_group\_stats AS iqs

INNER JOIN sys.dm\_db\_missing\_index\_groups AS ig

ON iqs.group\_handle = ig.index\_group\_handle

INNER JOIN sys.dm\_db\_missing\_index\_details AS id

ON ig.index\_handle = id.index\_handle

ORDER BY IndexImprovement DESC;

* 1. Locking, locks lock waits Extended Events

--- To identify statements that wait for certain amount of time for ---locks

DBCC lock(StallReportThreshold,200)

use tempdb

go

if exists (select \* from sys.objects where name = 'sqlws\_xev\_locks\_lock\_waits')

drop view sqlws\_xev\_locks\_lock\_waits

go

create view sqlws\_xev\_locks\_lock\_waits as

with xevents (event\_data)

as

(

select event.query('.') as event\_data from

((select cast (xest.target\_data as xml) as target\_data

from sys.dm\_xe\_sessions as xes

inner join sys.dm\_xe\_session\_targets as xest on (xes.address = xest.event\_session\_address)

where xes.name = 'sqlws\_xevents\_locks\_lock\_waits' and xest.target\_name = 'ring\_buffer') as td

cross apply target\_data.nodes ('//event[@name="locks\_lock\_waits"]') as x (event))

)

select event\_data.value ('(event/@name)[1]', 'varchar(max)') as event\_name,

event\_data.value ('(event/@timestamp)[1]', 'datetime') as event\_timestamp,

event\_data.value ('(event/data[@name="count"]/value)[1]', 'bigint') as [count],

event\_data.value ('(event/data[@name="increment"]/value)[1]', 'bigint') as [increment],

event\_data.value ('(event/data[@name="lock\_type"]/value)[1]', 'bigint') as [lock\_type],

event\_data.value ('(event/action[@name="client\_app\_name"]/value)[1]', 'nvarchar(max)') as action\_client\_app\_name,

event\_data.value ('(event/action[@name="client\_hostname"]/value)[1]', 'nvarchar(max)') as action\_client\_hostname,

event\_data.value ('(event/action[@name="database\_name"]/value)[1]', 'nvarchar(max)') as action\_database\_name,

event\_data.value ('(event/action[@name="nt\_username"]/value)[1]', 'nvarchar(max)') as action\_nt\_username,

event\_data.value ('(event/action[@name="session\_id"]/value)[1]', 'int') as action\_session\_id,

event\_data.value ('(event/action[@name="sql\_text"]/value)[1]', 'nvarchar(max)') as action\_sql\_text

from xevents

go

* 1. Query Post Execution Showplan Extended Events→

----To identify expensive execution plan based on CPU usage and duration

----Collect fewer events in order not to impact performance

----Not possible with profiler

use tempdb

go

if exists (select \* from sys.objects where name = 'sqlws\_xev\_query\_post\_execution\_showplan')

drop view sqlws\_xev\_query\_post\_execution\_showplan

go

create view sqlws\_xev\_query\_post\_execution\_showplan as

with xevents (event\_data)

as

(

select event.query('.') as event\_data from

((select cast (xest.target\_data as xml) as target\_data

from sys.dm\_xe\_sessions as xes

inner join sys.dm\_xe\_session\_targets as xest on (xes.address = xest.event\_session\_address)

where xes.name = 'sqlws\_xevents\_query\_post\_execution\_showplan' and xest.target\_name = 'ring\_buffer') as td

cross apply target\_data.nodes ('//event[@name="query\_post\_execution\_showplan"]') as x (event))

)

select event\_data.value ('(event/@name)[1]', 'varchar(max)') as event\_name,

event\_data.value ('(event/@timestamp)[1]', 'datetime') as event\_timestamp,

event\_data.value ('(event/data[@name="source\_database\_id"]/value)[1]', 'bigint') as [source\_database\_id],

event\_data.value ('(event/data[@name="object\_type"]/value)[1]', 'int') as [object\_type],

(select map\_value from sys.dm\_xe\_map\_values xemv where xemv.object\_package\_guid = '03FDA7D0-91BA-45F8-9875-8B6DD0B8E9F2' and xemv.name = 'object\_type' and xemv.map\_key = event\_data.value ('(event/data[@name="object\_type"]/value)[1]', 'int')) as [object\_type\_map\_value],

event\_data.value ('(event/data[@name="object\_id"]/value)[1]', 'int') as [object\_id],

event\_data.value ('(event/data[@name="nest\_level"]/value)[1]', 'int') as [nest\_level],

event\_data.value ('(event/data[@name="cpu\_time"]/value)[1]', 'bigint') as [cpu\_time],

event\_data.value ('(event/data[@name="duration"]/value)[1]', 'bigint') as [duration],

event\_data.value ('(event/data[@name="estimated\_rows"]/value)[1]', 'int') as [estimated\_rows],

event\_data.value ('(event/data[@name="estimated\_cost"]/value)[1]', 'int') as [estimated\_cost],

event\_data.value ('(event/data[@name="serial\_ideal\_memory\_kb"]/value)[1]', 'bigint') as [serial\_ideal\_memory\_kb],

event\_data.value ('(event/data[@name="requested\_memory\_kb"]/value)[1]', 'bigint') as [requested\_memory\_kb],

event\_data.value ('(event/data[@name="used\_memory\_kb"]/value)[1]', 'bigint') as [used\_memory\_kb],

event\_data.value ('(event/data[@name="ideal\_memory\_kb"]/value)[1]', 'bigint') as [ideal\_memory\_kb],

event\_data.value ('(event/data[@name="granted\_memory\_kb"]/value)[1]', 'bigint') as [granted\_memory\_kb],

event\_data.value ('(event/data[@name="dop"]/value)[1]', 'bigint') as [dop],

event\_data.value ('(event/data[@name="object\_name"]/value)[1]', 'nvarchar(max)') as [object\_name],

event\_data.query ('(event/data[@name="showplan\_xml"]/value)[1]/node()') as [showplan\_xml],

event\_data.value ('(event/data[@name="database\_name"]/value)[1]', 'nvarchar(max)') as [database\_name],

event\_data.value ('(event/action[@name="client\_app\_name"]/value)[1]', 'nvarchar(max)') as action\_client\_app\_name,

event\_data.value ('(event/action[@name="client\_hostname"]/value)[1]', 'nvarchar(max)') as action\_client\_hostname,

event\_data.value ('(event/action[@name="database\_name"]/value)[1]', 'nvarchar(max)') as action\_database\_name,

event\_data.value ('(event/action[@name="nt\_username"]/value)[1]', 'nvarchar(max)') as action\_nt\_username,

event\_data.value ('(event/action[@name="session\_id"]/value)[1]', 'int') as action\_session\_id,

event\_data.value ('(event/action[@name="sql\_text"]/value)[1]', 'nvarchar(max)') as action\_sql\_text

from xevents

go

select text, query\_plan, execution\_count, query\_hash, query\_plan\_hash, sql\_handle, plan\_handle

from sys.dm\_exec\_query\_stats

outer apply sys.dm\_exec\_sql\_text(sql\_handle)

outer apply sys.dm\_exec\_query\_plan(plan\_handle)

where text like '%use sql' + 'workshops%'

go

select text, query\_plan, usecounts, size\_in\_bytes, cacheobjtype, objtype

from sys.dm\_exec\_cached\_plans

outer apply sys.dm\_exec\_sql\_text(plan\_handle)

outer apply sys.dm\_exec\_query\_plan(plan\_handle)

where text like '%use sql' + 'workshops%'

go

select sum(size\_in\_bytes) / 1024 as size\_in\_kb, count(\*) as count

from sys.dm\_exec\_cached\_plans

outer apply sys.dm\_exec\_sql\_text(plan\_handle)

outer apply sys.dm\_exec\_query\_plan(plan\_handle)

where text like '%use sql' + 'workshops%'

go

select sum(size\_in\_bytes) / 1024 as size\_in\_kb, count(\*) as count

from sys.dm\_exec\_cached\_plans

outer apply sys.dm\_exec\_sql\_text(plan\_handle)

outer apply sys.dm\_exec\_query\_plan(plan\_handle)

where text like '%use sql' + 'workshops%' and objtype = 'Adhoc' and usecounts = 1

go

select sum(size\_in\_bytes) / 1024 as size\_in\_kb, count(\*) as count

from sys.dm\_exec\_cached\_plans

outer apply sys.dm\_exec\_sql\_text(plan\_handle)

outer apply sys.dm\_exec\_query\_plan(plan\_handle)

where text like '%use sql' + 'workshops%' and objtype = 'Adhoc' and usecounts > 1

go

exec sp\_configure 'optimize for ad hoc workloads'

go

exec sp\_configure 'optimize for ad hoc workloads', 1

reconfigure

go

exec sp\_configure 'optimize for ad hoc workloads'

go

exec sp\_configure 'optimize for ad hoc workloads'

go

exec sp\_configure 'optimize for ad hoc workloads', 0

reconfigure

go

exec sp\_configure 'optimize for ad hoc workloads'

go

select query\_hash, query\_plan\_hash, count(\*) from sys.dm\_exec\_query\_stats

outer apply sys.dm\_exec\_sql\_text(plan\_handle)

outer apply sys.dm\_exec\_query\_plan(plan\_handle)

where text like '%use sql' + 'workshops%'

group by query\_hash, query\_plan\_hash

go

SELECT usecounts, cacheobjtype, plan\_handle

FROM sys.dm\_exec\_cached\_plans

WHERE cacheobjtype = 'Compiled Plan'

SELECT query\_plan

FROM sys.dm\_exec\_query\_plan(0x06000100BFBA052ED062C1655F02000001000000000000000000000000000000000000000000000000000000)

SELECT name, in\_use\_count, original\_cost, pages\_kb

FROM sys.dm\_os\_memory\_cache\_entries

WHERE type in ('CACHESTORE\_OBJCP', 'CACHESTORE\_SQLCP', 'CACHESTORE\_PHDR')

SELECT \* FROM Sales.SalesOrderHeader

WHERE SalesOrderID = 43666

OPTION (MAXDOP 1)

--We can view the statistics on the table with the following query :

SELECT s.name, c.name, auto\_created

FROM sys.stats s

JOIN sys.columns c

ON s.object\_id = c.object\_id and s.stats\_id = c.column\_id

WHERE s.object\_id = object\_id('HumanResources.Employee')

* 1. Temporarily disable automatic creation of statistics at the database level:

ALTER DATABASE AdventureWorks2012

SET AUTO\_CREATE\_STATISTICS OFF

ALTER DATABASE AdventureWorks2012 SET AUTO\_CREATE\_STATISTICS ON

* 1. A plan\_handle is a hash value that represents a specific execution plan

SELECT \* FROM sys.dm\_exec\_requests

CROSS APPLY

sys.dm\_exec\_query\_plan(plan\_handle)

* 1. The sys.dm\_exec\_query\_stats DMV contains one row per query statement within the cached plan

SELECT \* FROM sys.dm\_exec\_query\_stats

CROSS APPLY

sys.dm\_exec\_query\_plan(plan\_handle)

* 1. Retrieve top 10 queries by usage

SELECT TOP 10 total\_worker\_time/execution\_count AS avg\_cpu\_time,

plan\_handle, query\_plan

FROM sys.dm\_exec\_query\_stats

CROSS APPLY sys.dm\_exec\_query\_plan(plan\_handle)

ORDER BY avg\_cpu\_time DESC

* 1. Removing Plans from the Plan Cache

DBCC FREEPROCCACHE --statement can be used to remove all the entries from the plan cache.

DBCC FREESYSTEMCACHE --statement can be used to remove all the elements from the plan cache or only the elements associated with a Resource Governor pool name.

DBCC FLUSHPROCINDB --can be used to remove all the cached plans for a particular database.

DBCC DROPCLEANBUFFERS --statement can be used to remove all the buffers from the buffer pool.

--SET STATISTICS TIME / IO

SET STATISTICS TIME --to see the number of milliseconds required to parse, compile, and execute each statement. For example, run

SET STATISTICS TIME ON

--and then run the following query:

SELECT DISTINCT(CustomerID)

FROM Sales.SalesOrderHeader

--and turn it off :

SET STATISTICS TIME OFF

SET STATISTICS IO --displays the amount of disk activity generated by a query. To enable it, run the following statement:

SET STATISTICS IO ON

--Run this next statement to clean all the buffers from the buffer pool to make sure that no pages for this table are loaded in memory:

DBCC DROPCLEANBUFFERS

SELECT \* FROM sys.dm\_exec\_query\_optimizer\_info;

* 1. How many optimizations are performed?

SELECT occurrence AS Optimizations FROM sys.dm\_exec\_query\_optimizer\_info

WHERE counter = 'optimizations';

* 1. What is the average elapsed time per optimization?

SELECT ISNULL(value,0.0) AS ElapsedTimePerOptimization

FROM sys.dm\_exec\_query\_optimizer\_info WHERE counter = 'elapsed time';

* 1. What fraction of optimized queries contained a subquery?

SELECT (SELECT CAST (occurrence AS float)

FROM sys.dm\_exec\_query\_optimizer\_info WHERE counter = 'contains subquery') /

(SELECT CAST (occurrence AS float) FROM sys.dm\_exec\_query\_optimizer\_info WHERE counter = 'optimizations')

AS ContainsSubqueryFraction;

* 1. Percentage of the total optimizations :

SELECT (SELECT CAST (occurrence AS float)

FROM sys.dm\_exec\_query\_optimizer\_info WHERE counter = 'contains subquery') /

(SELECT CAST (occurrence AS float) FROM sys.dm\_exec\_query\_optimizer\_info WHERE counter = 'optimizations') \* 100

AS ContainsSubqueryFraction ;

* 1. View percentage of optimization on query with hints

SELECT (SELECT occurrence FROM sys.dm\_exec\_query\_optimizer\_info WHERE counter = 'hints' ) \* 100.0 /

(SELECT occurrence FROM sys.dm\_exec\_query\_optimizer\_info WHERE counter = 'optimizations' )

* 1. Check optimizations for a specific workload

SELECT \*

INTO after\_query\_optimizer\_info

FROM sys.dm\_exec\_query\_optimizer\_info

GO

SELECT \*

INTO before\_query\_optimizer\_info

FROM sys.dm\_exec\_query\_optimizer\_info

GO

-- real execution starts

GO

SELECT \*

INTO before\_query\_optimizer\_info

FROM sys.dm\_exec\_query\_optimizer\_info

GO

-- insert your query here

SELECT \*

FROM Person.Address

-- keep this to force a new optimization

OPTION (RECOMPILE)

GO

SELECT \*

INTO after\_query\_optimizer\_info

FROM sys.dm\_exec\_query\_optimizer\_info

GO

SELECT a.counter,

(a.occurrence - b.occurrence) AS occurrence,

(a.occurrence \* a.value - b.occurrence \*

b.value) AS value

FROM before\_query\_optimizer\_info b

JOIN after\_query\_optimizer\_info a

ON b.counter = a.counter

WHERE b.occurrence <> a.occurrence

DROP TABLE before\_query\_optimizer\_info

DROP TABLE after\_query\_optimizer\_info

* 1. To check space used by tables tab72 and tab73 in each NUMA node

use test\_numa

select distinct db\_name(database\_id), object\_name(p.object\_id, bd.database\_id) as tabname, numa\_node, count(\*) \* 8 / 1024 as SizeMB from sys.dm\_os\_buffer\_descriptors bd

inner join sys.allocation\_units au on (bd.allocation\_unit\_id = au.allocation\_unit\_id)

inner join sys.partitions p on (au.container\_id = p.hobt\_id)

where bd.database\_id in(db\_id('test\_numa')) and object\_id in (object\_id('tab72'), object\_id('tab73'))

group by db\_name(database\_id), object\_name(p.object\_id, bd.database\_id), numa\_node

order by db\_name(database\_id), object\_name(p.object\_id, bd.database\_id), numa\_node

go

* 1. To check memory allocated per node in SQL Server

use master

select memory\_node\_id, pages\_kb / 1024 as pagesMB

from sys.dm\_os\_memory\_nodes

where memory\_node\_id < 64

go

* 1. Check wait stats and page\_latch\_wait\_count > 0

select wait\_time\_ms / (case waiting\_tasks\_count when 0 then NULL else waiting\_tasks\_count end) as AvgWaitMS, \*

from sys.dm\_os\_wait\_stats

where wait\_type in ('PAGELATCH\_EX', 'PAGELATCH\_SH')

go

select object\_name(object\_id) as object\_name, page\_latch\_wait\_count, page\_latch\_wait\_in\_ms

from sys.dm\_db\_index\_operational\_stats(db\_id(), NULL, NULL, NULL)

where page\_latch\_wait\_count > 0

order by page\_latch\_wait\_in\_ms desc

go